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Abstract

This paper presents our work on LegalEval
(understanding legal text), one of the tasks in
SemEval-2023. It comprises of three sub-tasks
namely Rhetorical Roles (RR), Legal Named
Entity Recognition (L-NER), and Court Judge-
ment Prediction with Explanation (CJPE). We
developed different deep-learning models for
each sub-tasks. For RR, we developed a multi-
task learning model with contextual sequential
sentence classification as the main task and non-
contextual single sentence prediction as the sec-
ondary task. Our model achieved an F1-score
of 76.50% on the unseen test set, and we at-
tained the 14th position on the leaderboard. For
the L-NER problem, we have designed a hybrid
model, consisting of a multi-stage knowledge
transfer learning framework and a rule-based
system. This model achieved an F1-score of
91.20% on the blind test set and attained the
top position on the final leaderboard. Finally,
for the CJPE task, we used a hierarchical ap-
proach and could get around 66.67% F1-score
on judgment prediction and 45.83% F1-score
on the explainability of the CJPE task, and we
attained 8th position on the leaderboard for this
sub-task.

1 Introduction

The court pending cases are rapidly raising in pop-
ulous countries like India. Towards this challenge,
systems that can automatically process, understand
and organize legal documents need to be designed.
Another major challenge of processing legal doc-
uments is that they are unstructured, very lengthy,
contain a lot of legal jargon, etc. Thus, the exist-
ing NLP systems can not be directly applied. The
SemEval-2023 (Modi et al., 2023) provides 3 differ-
ent problems on the Indian legal documents namely:
1. Rhetorical Roles (RR) (Kalamkar et al., 2022b)
(Malik et al., 2021a): Segmenting a legal document
into semantically similar sentences. The RR task
can be defined as the classification of sentences in

a legal document into pre-defined classes. 2. Le-
gal Named Entity Recognition (L-NER) (Kalamkar
et al., 2022a): Legal entity extraction from the legal
document. The task is to find out the legal entities
like Court names, Petitioner names, Respondents,
Judge names, and case numbers mentioned in a
given legal document. 3. Court Judgement Predic-
tion with Explanation (CJPE)(Malik et al., 2021b):
Court judgment output prediction with explana-
tions. Given a legal document, the task is to find
out the final outcome of the case i.e whether the
appeal raised by the petitioner is accepted or not. In
case of acceptance, generate the explanation of the
case. The datasets for all the above sub-tasks are
available in the English language. In this work, we
present our proposed solutions for the above three
problems. We proposed a multi-task learning neu-
ral network model to solve the sub-task RR. Our
model consists of two classification layers. The
first classifier is the sequential sentences classifi-
cation which is the primary task. Next, the sec-
ond classifier is the single sentence classification
which acts as the secondary task. For the legal NER
task, we proposed a hybrid model consisting of a
multi-stage sequence-to-sequence training frame-
work based on the pre-trained large legal language
model and a rule-based system to improve the per-
formance of the neural network model. Finally, for
the CJPE sub-task, we proposed two separate mod-
els for judgment prediction and explanation genera-
tion. The work of Lee et al. 2020 has demonstrated
that fine-tuning or pre-training of language mod-
els on domain-specific data significantly improves
the model performance on the downstream task.
They have validated the same by pre-training the
BERT model (Devlin et al., 2018) (BioBERT) on
Bio-Medical text data which significantly outper-
formed the BERT model which was pre-trained on
general text data. We also developed our own LLM
based on RoBERTa (Liu et al., 2019). All of our
proposed models are based on our legal RoRERTa
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model. For CJPE sub-task 1, we used a hierarchical
approach to train the model. In the first stage, we
used our Legal RoBERTa to fine-tune the model
on the dataset and this fine-tuned model embed-
ding is used to train a BiGRU model for the final
predictions.

In recent years, there has been a lot of research
and development work on legal NLP like Chi-
nese Legal NER and Relationship extraction (Chen
et al., 2020), Legal Judgment Prediction for Chi-
nese (Zhao et al., 2022), Russian Court Decisions
Data Analysis Using Distributed Computing and
Machine Learning to Improve Lawmaking and Law
Enforcement (Metsker et al., 2019). However, the
application of NLP and ML solutions in the In-
dian legal system is low. The legal documents are
very different from the general text, they are un-
structured, very long, and contain a large amount
of jargon. The existing NLP systems can not be
directly applied for solving the above-mentioned
problems. Our proposed solutions leverage a pre-
trained large language model trained on Indian le-
gal documents. Our proposed models achieve an
F1-score of 76.50%, 91.20%, and 66.67% on the
hidden test set of RR, L-NER, and CJPE respec-
tively. Our main contributions are summarized
below:

1. Development of a large language model for
Indian legal judgment text based on the
RoBERTa pre-training strategy.

2. Proposed a deep learning-based multi-task
learning model with attention pooling mecha-
nism for RR task.

3. Introduce a multi-stage learning neural net-
work model to solve the legal NER problem.

4. Our legal NER model performs exception-
ally well and occupies the first rank in the
SemEval-23 legal NER task with an F1-score
of 91.20% in the hidden test dataset.

5. Proposed a hierarchical model with domain-
specific language model for CJPE classifica-
tion task and achieved around 66.71% F1-
score.

2 Background

The LegalEval task of SemEVal-23 consists of
three sub-tasks.

Figure 1: Example of sentences with RR labels

2.1 Rhetorical Roles (RR):

The task is to classify the sentences in a le-
gal judgment into semantically similar classes.
The SemEval-23 RR task’s dataset consists
of 13 class labels namely Preamble (PREAM-
BLE), Facts (FAC), Ruling by Lower Court
(RLC), Issues (ISSUE), Argument by Petitioner
(ARG_PETITIONER), Argument by Respondent
(ARG_RESPONDENT), Analysis (ANALYSIS),
Statute (STA), Precedent Relied (PRE_RELIED),
Precedent Not Relied (PRE_NOT_RELIED), Ratio
of the decision (RATIO), Ruling by Present Court
(RPC) and None (NONE). The detailed definitions
of each class and the dataset preparation strategies
are provided in Kalamkar et al. 2022b. We also
propose a baseline system using the deep learning
architecture proposed in Brack et al. 2021. Malik
et al. 2021a proposed a multi-task learning (MLT)
framework with rhetorical role classification as the
primary task and label shift prediction as the aux-
iliary task. The label shift prediction is a problem
that the model has to predict whether the current
sentence St has the same label as the previous sen-
tence Si-1 in a legal document. Another work from
Ghosh and Wyner 2019 proposed a BiLSTM-CRF
model with the sent2vec model as a feature extrac-
tion layer. An example sample of the RR dataset is
provided in Figure 1

2.2 Legal NER:

The Legal NER is the task of classifying all
the tokens present in a sentence in a legal judg-
ment document. The legal entities covered in
SemEval-23 include 14 entity types, COURT, PE-
TITIONER, RESPONDENT, JUDGE, LAWER,
DATE, ORG, GPE, STATUTE, PROVISION,
PRECEDENT, CASE_NUMBER, WITNESS, and
OTHER_PERSON. Detailed definitions of each
class and dataset preparation methods are provided
in Kalamkar et al. 2022a. For this task, we pro-
posed a hybrid model consisting of a multi-stage
knowledge transfer framework and a rule-based
system. Some of the previous work done on simi-
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lar problem statements are discussed below: The
work of Leitner et al. 2019 proposed an approach
for Named Entity Recognition (NER) in the le-
gal domain of the German language. The dataset
consists of 67,000 sentences and 54,000 annotated
entities approximately. They proposed a state-of-
the-art model comprising of Conditional Random
Fields (CRFs) and Bidirectional Long-Short Term
Memory Networks (BiLSTMs). In another work,
Trias et al. 2021 proposed an ensemble language
model using a transformer neural network archi-
tecture combined with a finite state machine to
extract names from the English language legal text.
In the work of Au et al. 2022, the authors de-
scribe a publicly available legal NER dataset called
ENER, based on legal company filings available
from the US Securities and Exchange Commis-
sion’s EDGAR dataset. They demonstrated that
training a number of different NER algorithms on
the general English CoNLL-2003 corpus but test-
ing on their test collection confirmed significant
degradation in accuracy, as measured by the F1-
score. Chen et al. 2020 proposed a legal triplet
extraction system for drug-related criminal judg-
ment documents. The system extracts the entities
and the semantic relationships jointly and benefits
from the proposed legal lexicon feature and multi-
task learning framework.

2.3 CJPE:

Given a legal judgment document, the task involves
automatically predicting the case’s outcome (bi-
nary: accepted or denied) and providing an expla-
nation for the prediction. The explanations are in
the form of relevant sentences in the document that
contribute to the decision. For the classification
task, the problem is a binary classification of pre-
dicting whether the outcome is accepted or denied.
There are two types of datasets provided for this
task single and multi. A single dataset is a dataset
where each document contains only information or
text related to one case. A multi-dataset is where
one sample in the dataset may contain text from
multiple cases. Here are a few references to the
previous works done in this domain:

In the recent work of Strickson and De La Igle-
sia 2020, the authors have presented a prediction
system that can be used at the judgment drafting
stage, and the identification of the most important
words and phrases within a judgment, based on
which they automatically try to predict the out-

come of a court case given only the case document.
They have accomplished this by creating a labeled
dataset of UK court judgments and the subsequent
application of machine learning models. In an-
other work, Kowsrihawat et al. 2018 proposed a
prediction model for criminal cases from the Thai
Supreme Court using End-to-End Deep Learning
Neural Networks. Their model imitates a process
of legal interpretation, whereby recurrent neural
networks read the fact from an input case and com-
pare them against relevant legal provisions with
the attention mechanism. In the recent work of
Alghazzawi et al. 2022, the authors proposed a
pipeline where they initially worked on prioritizing
and choosing features that scored the highest in
the provided legal data set, only the most pertinent
features were picked. After that, the LSTM+CNN
model was utilized to forecast lawsuit verdicts. An-
other work in Xu et al. 2020, proposed a multi-task
legal judgment prediction model which combines
a sub-task of the seriousness of charges. By in-
troducing this sub-task, their model was able to
capture the attention weights of different terms of
penalty corresponding to charges and give more
attention to the correct terms of penalty in the fact
descriptions.

3 System overview

In the recent years, because of the emergence of
pre-trained large language models (LLM), the per-
formance of the NLP models has drastically im-
proved. Though there are many pre-train LLMs for
general English and other domains, there are very
few LLMs for Indian legal text (Paul et al., 2022).
Towards this, we also developed our own Indian
legal RoBERTa language model. The mask lan-
guage modeling pre-training objective was adopted
for pre-training the model. Our LLM is pre-train
on around 1.1M documents which we scrapped
from the Indian Kanoon website 1. While collect-
ing these documents, we considered the Indian
court cases from the years 1960 to 2023. Also,
we covered the cases of Major Indian courts like
the Supreme Court, High Court, and district courts
from different states and union territories of India.
Moreover, we also covered 11 different types of
cases of food adulteration, education, industrial
disputes, tax, criminal, civil, automobile, land and
property, industry and labor, constitutional and fi-
nancial. The details of the actual dataset released

1https://indiankanoon.org/
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by the LegaEval organizers are explained below in
the data section. On top of the training datasets,
we also generated a synthetic dataset to solve data
scarcity as well as the class imbalance problem.

3.1 RR:

For this task, we proposed two baseline models
and one main proposed model with an MLT frame-
work. The first baseline model uses the sentence
transformer model (Reimers and Gurevych, 2019)
which encodes the sentences into fixed-dimension
vector spaces. The SentenceTransformers model
is initialized with the pre-trained model all-mpnet-
base-v2. The pre-trained SentenceTransformers
model weights are not allowed to update during the
fine-tuning of the downstream task. Our proposed
second baseline model is based on the transformers
with attention pooling which was used in the work
of Brack et al. 2021. In this approach, we have
the option to choose any LLM, and the weights of
the LLM are updated during the fine-tuning on the
downstream task. The dataset for the RR task is
highly imbalanced where some classes Precedent
Not Relied constitute only 0.5%, Issues constitute
only 1.26% whereas other classes like Analysis
constitute 36.89%, Facts constitute 19.81%. To
tackle this problem, our main proposed solutions
use synthetic datasets for the low frequent classes.
We used the back-translation technique to gener-
ate the new sentences for the low frequent classes
to create a new dataset somewhat balanced. We
translate a sentence in English in the RR dataset
to Dutch, then translate it back to English from
the Dutch sentence. The newly generated sentence
is labeled the class as the original sentence. An
example of back-translation is given below.
Source English sentence: We consider that these
contentions are correct.
Translated Dutch sentence: Wij zijn van mening
dat deze beweringen juist zijn.
Dutch to English Translation output: We believe
that these claims are correct.
Thus, our final approach has the same model ar-
chitecture as baseline 2 and is trained on the new
dataset. Our multi-task learning framework con-
sists of two classification heads one for the main
multi-class sequence labeling task (RR) and the
other as a single-sentence classification task. Each
document Di in the RR dataset having n number of
sentences s1, s2, s3 ... sn. Then, each sentence si is
passed through the transformer model to extract the

Figure 2: Our L-NER model architecture

contextual word vector WV i = LLM(Si). The
SentenceTransformers (for baseline model 1) or
Attention pooling mechanism (for baseline model
2 and our proposed model) extract sentence rep-
resentation from the word vectors. These contex-
tual word vectors are passed through a feedforward
layer to predict the single sentence classification
labels whereas, for the main sequential sentence
classification layer, the concatenation of the contex-
tual word vectors and single sentence classification
output vectors are passed through a Bi-LSTM layer
to extract the contextual sentence information and
pass the output to the classification layer. Note: we
don’t use the CRF as a classification layer to reduce
the computational complexity of training as well as
to adapt RR problems into our proposed framework.
During the training, we try to reduce the cross en-
tropy losses from both the classifier. The RR base-
line model 1, model 2, and our proposed model
are represented as RR-SentenceTransformers, RR-
ATTN-POOL, and RR-ATTN-POOL-SYNTH re-
spectively in the following sections.

Totalloss = ω ∗ lossα + (1− ω) ∗ lossβ
Where the lossalpha is the loss generated by the
sequential sentence classifier, the lossbeta is the loss
generated by the single sentence classifier and the ω
is a hyperparameter and the weight of the lossalpha

3.2 L-NER:
We proposed a hybrid multi-stage knowledge trans-
fer learning framework as shown in 2. The different
components depicted in the above L-NER architec-
ture are explained in the following subsections:

3.2.1 Legal LLM:
In order to capture the semantic information spe-
cific to legal documents, we developed an LLM
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for Indian legal documents based on the RoBERTa
(Liu et al., 2019) with an objective of masked lan-
guage modeling. We utilized this LLM for training
two different NER models:

3.2.2 Generic NER model:
To add a sense of generalizability, we have fur-
ther fine-tuned it on the CoNLL-2003 (Sang and
De Meulder, 2003) general data set which consists
of four different entity types that are persons (PER),
organizations (ORG), locations (LOC), and miscel-
laneous names (MISC). This generic NER model
is also used in the post-processing step where we
use some rules to correct the final predicted out-
put from L-NER because as per our analysis, this
generic NER model was able to detect some of the
general entities that are missed by the final L-NER
model. For Example, in the following sentence:

"CW3 Mr Vijay Mishra, Deputy Manager,
HDFC Bank, Noida, UP has deposed that com-
plainant had a current account with HDFC Bank in
the year 2004"

The final L-NER model might miss out on en-
tities like "Vijay Mishra" which should have been
recognized as a "WITNESS" entity type. But in
our observation, the generic NER model was doing
good in detecting "Vijay Mishra" as a "PERSON"
entity type. This behavior can be taken as an advan-
tage in correcting the final L-NER predictions. Be-
low we explain the relationship between the legal
entity types and the entity types from the generic
NER model.

If a new entity with the tag "PERSON" is de-
tected by the generic NER model but was missed
by the L-NER model, then based on context
(or) keyword matching score we can assign one
of "PETITIONER" (or) "RESPONDENT" (or)
"LAWYER" (or) "JUDGE" (or) "WITNESS" (or)
some "OTHER PERSON" legal entity type to it
in the final output. For example, below are the
keywords that we used to relate the detected "PER-
SON" entity type from the generic NER model to
the "JUDGE" entity type.

"court", "judgment", "Justice", "Magistrate",
"Honble", "Coram", "Shri", "Hon’ble"

Similarly, when a new "ORGANIZATION" en-
tity type is detected by the generic NER model but
was missed by the final L-NER model, we check
if we have the keyword court in the detected entity
text, if yes we assign the "COURT" legal entity
type to it.

Lastly, when a new "LOCATION" entity type is

detected by the generic NER model but was missed
by the final L-NER model, we can assign it a "GPE"
legal entity type as per our analysis.

3.2.3 Our Spacy Legal NER model:
After fine-tuning our legal RoBERTa-base model
on the CoNLL-2003 dataset, in order to make the
model aware of the semantic knowledge of the legal
data provided in the SemEval-23, we have taken
the updated weights from generic NER and further
train a spacy transformers model using the L-NER
dataset.

3.2.4 Rule based system:
Once we have final predictions from the Spacy
Legal NER model, we then use some rules to
correct the predictions, those rules are as follows.
Through analysis, we have assigned a list of
keywords to every entity type present in the
dataset. We will be comparing the predictions
from the final spacy legal NER model and the
predictions from the generic NER model, we
will be looking out for the cases where we are
missing out on any entity types from the spacy
model but which are being predicted by the generic
NER model, when these kinds of cases happen,
we will try to assign the missed entity type to
spacy predictions. For example, given a sentence
from the legal judgment: "In The High Court Of
Kerala At ErnakulamCrl Mc No. 1622 of 2006()1.
T.R.Ajayan, S/O. O.Raman,...PetitionerVs1.
M.Ravindran,...Respondent2. Mrs. Nirmala Di-
nesh, W/O. Dinesh,For Petitioner:Sri.A.KumarFor
Respondent:Smt.M.K.PushpalathaThe Hon’ble
Mr. Justice P.R.RamanThe Hon’ble Mr. Justice
V.K.Mohanan Dated :07/01/2008"

If the entity "T.R.Ajayan" has been missed by the
spacy legal NER model, but was recognized as a
"PERSON" entity type by the generic NER model,
in this case, the detected "PERSON" entity type
can be a "PETITIONER" (or) "RESPONDENT"
(or) "LAWYER" (or) "JUDGE" (or) "WITNESS"
(or) some "OTHER PERSON". In order to decide
this entity type, we will be utilizing the context
words (or) keywords assigned for each entity type.
We will look around the missed entity in the in-
put sentence and check which entity type’s key-
words match the surrounding context. Based on the
keyword similarity score we will be assigning the
missed entity type to the spacy predictions.

Along with our proposed main approach, we
proposed two baseline models; The first baseline
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Figure 3: SemEval-23 LegalEval Leaderboard

model is simply fine-tuning our legal LLM using
the huggingface transformers (Wolf et al., 2019)
RobertaForTokenClassification script. We refer to
this model as LegalLM-NER in the following sec-
tions. The second baseline model is an ensemble
model that concatenates the contextual word em-
bedding generated from our LLM and Kalamkar
et al. 2022a model’s prediction output and passes
it to a classification layer. On top of the training
dataset, we also utilized some syntactic datasets for
training the 2nd baseline model. Similarly, we refer
to this model as Ensembled-Legal-NER. To gener-
ate the L-NER synthetic dataset, we extract entities
from 200 legal judgment documents obtained by
scrapping from the Indian Kannoon website.

This proposed approach has shown significant
improvement from the baseline model, which can
be confirmed by the leaderboard graph shown in
Figure 3.

3.3 CJPE:
The classification task is based on a hierarchical
model approach. We have trained our CJPE model
using the extended Multi dataset for sub-task 1.
In the first step, the Legal pre-trained RoBERTa
model is fine-tuned on the multi-dataset. Given a
document from a dataset, the last 512 tokens from
the sample are extracted and then passed through
the legal RoBERTa model and passed through a
fully connected layer, and then to the classification
layer. Once the model is fine-tuned the weights of
the RoBERTa model are updated. In the second
stage, the fine-tuned language model is used as a
feature extractor and then the features are passed
through the BiGRU model and then to a classifica-
tion layer.

The CJPE sub-task 2 is to extract the most rele-
vant sentences from the document which explains
the judgment in the classification task using the
model trained in task 1. But we tried solving the
problem using the summarizing approach. Here
we framed the task as a SEQ2SEQ approach and
used a T5-based transformer model to generate the
relevant sentences from the given document. We
achieved around 45 percent on the given dataset.

4 Data:

We use the LegaEval dataset of the task in SemEval-
23. The RR dataset consists of 247 documents hav-
ing 28986 sentences for training and 30 documents
having 2879 sentences for validation. On top of
this training dataset, we used a synthesis dataset of
around 1000 sentences for low occurrences classes
i.e. STA, ISSUE, and PRE_NOT_RELIED. The
class distribution for the training and validation
dataset is provided in Table 1.

Table 1: Class distribution of the RR dataset

Classes Training sentences Dev sentences

ANALYSIS 10695 986
FAC 5744 581

PREAMBLE 4167 509
PRE_RELIED 1431 142

NONE 1423 192
ARG_PETITIONER 1315 70

RPC 1081 92
RLC 752 116

ARG_RESPONDENT 698 38
RATIO 674 72

STA 481 29
ISSUE 367 51

PRE_NOT_RELIED 158 12

The L-NER dataset consists of 1560 preambles
and 9435 judgment sentences for training, 125
preambles, and 949 judgment sentences for val-
idation. On top of the provided training dataset,
we used 200 more legal documents for training as
mentioned in the previous section. The entity dis-
tribution for the training and validation is given in
Table 2

5 Experimental setup

To train our legal RoBERTa based model, we used
the huggingface (Wolf et al., 2019) mask language
model training script. We used 5% of the whole
dataset as a validation dataset with 15% mask-
ing probability. We initialized the model weight
from the RoBERTA base model and used the same
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Table 2: Entity distribution of the L-NER dataset

Classes Train Val

COURT 2367 296
PETITIONER 3068 211

RESPONDENT 3862 315
JUDGE 2325 174

LAWYER 3505 589
DATE 1885 222
ORG 1441 159
GPE 1398 183

STATUTE 1804 222
PROVISION 2384 258

PRECEDENT 1351 177
CASE_NUMBER 1040 121

WITNESS 881 58
OTHER_PERSON 2653 276

RoBERTa base tokenizer. The model was trained
for 3 epochs i.e. 600K steps with batch size 16 and
learning rate of 1e− 5. The model was trained on
32 GB V100 GPU for 5 days.
We trained multiple models for the different Legal-
Eval sub-tasks. All the models use our legal LLM
model to extract contextual work representations.

5.1 RR:

We trained the RR-SentenceTransformers model
for 26 epochs with a learning rate of 5e−5 on 16GB
T4 GPU for 8 hours. We applied a dropout of 0.3 on
the contextual word embedding extracted from the
SentenceTransformers and BiLSTM layer in a se-
quential classification block. With the same hyper-
parameters,the RR-ATTN-POOL was trained for
36 epochs on the same GPU, which took around 10
hours, and the RR-ATTN-POOL-SYNTH model
for 52 epochs, which takes around 13 hours. We
use ω = 0.6 for all of our experiments in the RR
task.

5.2 L-NER:

For the LegalLM-NER model, we finetuned our
legal LLM for 4 epochs with RobertaForToken-
Classification (Wolf et al., 2019) on 16GB t4 GPU
for 3 hours with a learning rate of 5e−5, batch size
4 and other default hyperparameters provided in the
script. The Ensembled-Legal-NER used the same
hyperparameters and trained the model for 8 epochs
on the same GPU machine for 7 hours. The Generic
NER model was trained similarly to the LegalLM-
NER model. Our Spacy Legal NER model is
trained with the same configuration file provided in
https://github.com/Legal-NLP-EkStep/legal_NER

5.3 CJPE:
Classification Task: For the classification sub-task
1, the dataset is split into train tests and valid with
32305,1517 and 994 documents respectively. All
the text in the document is lowered for fine-tuning
tasks. The stage one fine-tuning model was trained
for 5 epochs with a batch size of 8 and learning rate
of 2e-6 and max sequence length of 512 We used
the PyTorch library to train the deep learning model
and the transformers package to extract the embed-
dings from the large language model. The stage
two fine-tuning task is trained for 5 epochs with a
batch size of 32 and learning rate of 2e-5 and max
sequence length of 512 The F1-score metric is used
to evaluate the classification model. Explainabil-
ity task: The explainability model dataset size is
around 50 documents. Here F1-score and ROUGE2
are the metrics used to evaluate the model perfor-
mance.

6 Results

Our RR models are evaluated on the development
dataset using the micro average F1-score. The re-
sults are provided in table 3.

Table 3: Evaluation results on RR development dataset

Model Precision Recall F1-score

RR-SentenceTransformers 0.759 0.779 0.76
RR-ATTN-POOL 0.762 0.78 0.764

RR-ATTN-POOL-SYNTH 0.781 0.771 0.770

The Legal NER models are evaluated using the
standard F1-score used in (Segura-Bedmar et al.,
2013). The result is provided in Table 4.

Table 4: Evaluation results on L-NER development
dataset

Model Precision Recall F1-score

LegalLM-NER 88.64% 91.96% 90.27%
Ensembled-Legal-NER 90.14% 90.52% 90.33%

Spacy+Generic-NER+Rules 90.48% 90.31% 90.39%

Finally, the evaluation result for the CJPE classi-
fication task is provided in table 5

Table 5: Evaluation results of our CJPE classification
model

Model Precision Recall F1-score

CJPE classification 66.76% 66.65% 66.71%
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7 Conclusion

In this work, we proposed solutions for all the tasks
in LegalEval a sub-task of SemEval-23. Apart from
these solutions, we also proposed an LLM based on
RoBERTa base for Indian legal documents. Among
our proposed solutions, especially the L-NER pro-
posed models provide the best result, which also
stands at the top rank in the L-NER sub-task of
SemEval-23.
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