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Abstract

Named Entity Recognition (NER) is a cru-
cial subtask of Natural Language Processing
(NLP) that involves identifying and categoriz-
ing named entities in text. The resulting an-
notation enables unstructured natural language
texts for various NLP tasks, such as informa-
tion retrieval, question answering, and machine
translation. NER is essential in the legal do-
main as an initial stage for extracting relevant
entities. However, legal texts contain domain-
specific named entities, including applicants,
defendants, courts, statutes, and articles, ren-
dering standard named entity recognizers in-
compatible with legal documents. This paper
proposes an approach that combines multiple
model results through a voting mechanism to
identify unique entities in legal texts. This
study’s primary focus is extracting named enti-
ties from legal texts in the context of SemEval-
2023 Task 6, Sub-task B: Legal Named Entities
Extraction (L-NER). The goal is to create a le-
gal NER system for unique entity annotation in
legal documents. Our experiments’ results and
our system’s implementation are published and
accessible online1.

1 Introduction and Related Work

The significant growth of legal texts, particularly
in highly populated countries, leads to a consider-
able burden on the workload of competent judges.
Automated text structurization is the first and es-
sential step for other downstream tasks that may
support judges’ work. The distinct nature of the
Indian legal process and the terminology employed
in legal texts are primary reasons why the SemEval-
2023 competition (Modi et al., 2023) encourages
research in this area (Kalamkar et al., 2022).

Initially, researchers focused on rule-based meth-
ods, such as Ralph Grishman’s 1995 NER sys-
tem (Grishman and Sundheim, 1996), which de-
pended on manually created rules and patterns to

1https://github.com/SuperEDG/Legal_NER

identify named entities in text. Machine learn-
ing approaches were subsequently employed, with
the Hidden Markov Model (HMM) (Zhou and Su,
2002) as one of the earliest methods modeling
the probability distribution of named entity labels
given a sequence of words. It laid the founda-
tion for further research, culminating in the de-
velopment of neural networks for NER, includ-
ing the application of Long Short-Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997; Ham-
merton, 2003), Bidirectional LSTM (Huang et al.,
2015), Convolutional Neural Networks (CNN),
and Iterated Dilated CNN (IDCNN) (Strubell
et al., 2017). The recent emergence of transform-
ers (Vaswani et al., 2017) has significantly im-
pacted the NLP field, with promising results from
NER models based on transformers. Numerous
research areas are active in NER, including meth-
ods combining BERT, CRF, and BiLSTM (Dai
et al., 2019; Jiang et al., 2019). These models can
be trained on labeled NER datasets to recognize
named entities in new texts.

Researchers (Chalkidis et al., 2019, 2020) inves-
tigate the application of BERT models in the legal
domain, proposing adaptation strategies, introduc-
ing a new dataset comprising over 62,000 legisla-
tive documents and 4,000 subject matter labels,
and demonstrating the potential of pre-trained lan-
guage models for large-scale multi-label text clas-
sification in legal document categorization. Conse-
quently, this paper’s main contribution is the adop-
tion of recent advances in heterogeneous models
with a voting mechanism for ensembled entity an-
notation in legal texts.

2 System Overview

Figure 1 presents the architecture of the proposed
system, which employs a combination of four het-
erogeneous models (Section 3) and selects results
through a voting mechanism. The system setup pro-
cess consists of the following steps: 1) creating four
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Figure 1: Multi-model fusion system based on hetero-
geneous models BERT (ALBERT/RoBERTa) - BiL-
STM/IDCNN - CRF with further results selection based
on the voting mechanism

initial models; 2) training each model. The recall
and precision metrics are considered to evaluate
the performance of these models. The model that
demonstrates the best performance based on these
metrics is subsequently chosen for prediction. The
heterogeneous model results are combined using a
textual voting method to derive the final prediction.
Ultimately, the voting process entails numerically
polling labels from the four models and consolidat-
ing them into textual results.

3 Heterogeneous Models

In this paper, we consider heterogeneous models
as three-tier designed NER annotators (see Fig-
ure 2). We consider BERT-based models in the
first layer for learning and providing the contextual
representation: ALBERT (Lan et al., 2019) and
RoBERTa (Liu et al., 2019). The second layer in-
corporates BiLSTM/IDCNN to model the context.
The third layer adopts CRF to constrain predicted
labels to ensure validity. Sections 3.1 and 3.2 cover
each layer’s contents in greater detail.

3.1 ALBERT – BiLSTM – CRF
The ALBERT – BiLSTM – CRF architecture, il-
lustrated in Figure 2a, comprises three main com-
ponents: BERT for contextual word embeddings,
BiLSTM for bidirectional processing of words to
capture sequence information, and CRF for proba-
bilistic modeling of label dependencies to generate
a label sequence that maximizes joint probability.
During inference, the Viterbi algorithm (Forney,

(a) ALBERT – BiLSTM – CRF (b) ALBERT – IDCNN – CRF

Figure 2: Architecture of the heterogeneous models

1973) is employed to predict the most likely label
sequence. Backpropagation-based gradient descent
is used during training to optimize the model by
minimizing the negative log-likelihood of the gold
standard label sequence. The architecture is orga-
nized into the following layers:

1. Input layer: Processes the string of Text to-
kens from the input sentence, which consists
of words or sub-words. BERT converts each
symbol Ei into a contextual embedding Ti

that represents the token in the context of the
complete sentence.

2. Hidden layer: Processes the embedding se-
quence through the BiLSTM layer, transform-
ing each Ti into a processed embedding Pi,
which captures the bidirectional sequence in-
formation.

3. Output layer: The CRF layer takes the pro-
cessed embeddings Pi and generates the fi-
nal tag sequence, with each tag represented
by Tagi. This sequence corresponds to the
named object type for each label in the input
sequence.

3.2 ALBERT – IDCNN – CRF
The ALBERT – IDCNN – CRF architecture (Fig-
ure 2b), described in Section 3.1, represents a
model with the second layer, previously a BiL-
STM layer, replaced by IDCNN (Strubell et al.,
2017). This model consists of multiple convolu-
tional layers that process BERT-based output to
capture local contextual information. In this layer,
the IDCNN transforms the Ti embeddings into pro-
cessed embeddings Pi. The IDCNN layer includes
both expanded convolutional and max-pooling lay-
ers. The expanded convolutional layer broadens
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Figure 3: Architecture of Dynamic Fusion of RoBERTa

the network’s receptive field, allowing it to capture
a more comprehensive context around each token.

3.3 RoBERTa (dynamic fusion) –
BiLSTM/IDCNN – CRF

Dynamic fusion is a technique that combines the
outputs of multiple layers of a language model into
a single representation (Yunqiu et al., 2022). In this
work, we utilize dynamic fusion methods to en-
hance the efficiency of RoBERTa (Liu et al., 2019)
for downstream tasks by leveraging the advantages
of various layers. The process involves initializing
the model for each layer (Ri). Each layer pro-
duces explicitly weighted representations (αi). The
weight values are then determined through train-
ing, and the representations produced by each layer
are averaged in a weighted fashion. Formula 1
illustrates the initialization of the model, while For-
mula 2 demonstrates how a fully connected layer
reduces the dimensionality to 512 dimensions be-
fore creating the dynamic weight fusion structure
of the RoBERTa multilayer representation:

αi = Denseunit=1(Ri) (1)

o = Denseunit=512(
n∑

i

αi ·Ri) (2)

Our experiments consider RoBERTabase with
n = 12 layers. The resulting vector o (Formula 2)
is then passed to the second layer of the heteroge-
neous models. Figure 3 illustrates the architecture
of the dynamic fusion process.

4 Dataset

In this paper, we utilize the Indian Judicial Deci-
sions dataset (Kalamkar et al., 2022) for model
fine-tuning and experimentation. Named entities
are extracted from both the preamble and the main

Figure 4: An illustration of a named entity within a
judgment, using distinct colors and text to represent
various named entities in the judgment.

text of the judgment. The preamble of a judgment
consists of formatted metadata, such as the names
of the parties involved, the presiding judge, the
representing lawyers, the date, and the court. A
representative example is provided in Fig. 4, which
contains four named entities: the petitioner (high-
lighted in yellow), the respondent (highlighted in
green), the judge (highlighted in pink), and the
lawyer (highlighted in red).

The training dataset includes 9,435 judgments
and 1,560 preamble records, while the validation
dataset contains 949 judgments and 125 preamble
records. In total, the dataset comprises 14 distinct
named entity types. The named entity counts are
detailed in Table 1.

Named Entity
Training Validation

Judgement Preamble Judgement Preamble

Case Number 1040 0 121 0
Court 1293 1074 178 118
Date 1885 0 222 0
GPE 1398 0 183 0
Judge 567 1758 8 166
ORG 1441 0 159 0

Other Person 2653 0 276 0
Petitioner 464 2604 9 202
Precedent 1351 0 177 0
Provision 2384 0 258 0

Respondent 324 3538 5 310
Statute 1804 0 222 0
Witness 881 0 58 0
Lawyer 0 3505 0 589

Table 1: Details of the Indian legal named entities

Due to the computation complexity of the BERT
model attention mechanism, the input sequence has
a maximum length of 512 tokens. As such, we an-
alyzed the distribution of sentence lengths within
our training and validation sets. We found that the
shortest sentence consisted of 14 words, while the
longest contained 23,960 words. Figure 5 illus-
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Figure 5: Distribution of Sentence Lengths: The graph
represents the distribution of sentence lengths, catego-
rized by length intervals. The x-axis denotes the sen-
tence length, while the y-axis indicates the frequency of
sentences within each length interval.

trates the distribution of sentence length intervals.
Notably, 90.07% of the sentences were less than
500 words, with only a tiny fraction exceeding this
limit. The most common sentence length interval
was between 100 and 500 words, constituting the
most significant proportion of the distribution.

5 Experimental Setup

BIO Format For our training process, we uti-
lized the training and validation sets provided by
the competition organizers. We used the trained
model to analyze the test set and submitted three
results to the competition. We consider a com-
bined word sense and punctuation for data pre-
processing in the splits. For instance, the initial
word entry was "1,31,37,500.". The first
split resulted in «1,31,37,500.», whereas the
third split separates the prior into seven entries:
«1»«,»«31»«,»«37»«,»«500.». After seg-
menting the sentences, we annotated the word us-
ing the BIO format, which represents the three
possible states of a token in the annotated se-
quence: "Beginning," "Inside," and "Outside." For
example, «HongKong»«Bank» are annotated as
«B-ORG»«I-ORG». This process results in 29
labels within the material.

Hyper-parameter setting All considered lan-
guage models are of the BASE size (Devlin et al.,
2019). We configure the training process to span
50 epochs. Firstly, we restrict sentence lengths to a
maximum of 500 tokens, as 90% of the sentences in
the dataset are within this range, ensuring that the
training results are not significantly impacted. Sen-
tences exceeding 500 tokens are split into smaller
segments with lengths under 500 tokens, allowing
for batched training. We utilize a batch size of 4

Named Entity Test F1 (%)
Case Number 61 68.1
Court 148 74.3
Date 111 69.2
GPE 92 64.8
Judge 87 74.0
ORG 80 65.6
Other Person 138 72.5
Petitioner 106 67.2
Precedent 89 58.4
Provision 129 72.3
Respondent 158 61.7
Statute 111 75.2
Witness 29 66.9
Lawyer 295 72.8
All 1631 68.8

Table 2: Results obtained by ALBERT for the manual
split of Indian judical decisions dataset, separately for
each named entity type and in total (All)

for this process. Throughout the training period,
we apply a dropout rate of 0.1 and a learning rate
of 10−5.

6 Results

Competition Result The final submission, based
on the configurations outlined in Section 5, is the
result of an ensemble of four heterogeneous mod-
els combined using a voting mechanism. This ap-
proach secured a sixteenth-place ranking out of 17
competitors, achieving a 51.73% F1 score.

Optimized Testing Result After the competi-
tion, we improved the system by replacing BERT
with ALBERT in the BERT-BiLSTM/IDCNN-CRF
model while keeping the other components un-
changed. To evaluate the effectiveness of this
change, we divided the dataset into validation and
test sets based on the labels, allocating 50% of each
of the 14 distinct named entity types to the test set
and the remaining 50% to the validation set. This
approach was taken since the original test set was
not publicly available. The test results, an ensem-
ble of the four heterogeneous models combined
using a voting mechanism, are presented in Table 2
and show an average F1 score of 68.8%. Among
the distinct named entity types, the Statute entity
type achieves the highest F1 score (75.2%), while
Precedent records the lowest (58.4%).

7 Conclusion

In this paper, we present a system for named entity
annotation tailored explicitly for annotating objects
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in legal texts within Indian court judgments. The
system employs a voting mechanism over a three-
tier, heterogeneous NER model. We propose and
utilize a diverse combination of model components,
including BERT-based language models for input
representation, variations of BiLSTM, and IDCNN
encoders, all combined with a CRF module for hid-
den representation. To assess the performance of
our proposed system, we conduct experiments us-
ing the Indian Judicial Decisions dataset provided
by the competition organizers.
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