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Abstract

This paper presents the work produced by stu-
dents of the University of Orléans Masters in
Natural Language Processing program by way
of participating in SemEval Task 6, LegalE-
val, which aims to enhance the capabilities
of legal professionals through automated sys-
tems. Two out of the three sub-tasks avail-
able – Rhetorical Role prediction (RR) and
Legal Named Entity Recognition (L-NER) –
were tackled, with the express intent of devel-
oping lightweight and interpretable systems.
For the L-NER sub-task, a CRF model was
trained, augmented with post-processing rules
for some named entity types. A macro Fβ=1

score of 0.74 was obtained on the DEV set,
and 0.64 on the evaluation set. As for the RR
sub-task, two sentence classification systems
were built: one based on the Bag-of-Words
technique with L-NER system output inte-
grated, the other using a sentence-transformer
approach. Rule-based post-processing then
converted the results of the sentence classifica-
tion systems into RR predictions. The better-
performing Bag-of-Words system obtained a
macro Fβ=1 score of 0.49 on the DEV set and
0.57 on the evaluation set.

1 Introduction

The ever-increasing volume of legal documents
in populous countries such as India, for example,
shows that automated systems may prove to be
highly beneficial. Automating such processes re-
duces the need to perform unrewarding tasks such
as manual information retrieval, thereby facilitat-
ing the work of legal professionals, while reserving
more complex aspects of law and decisions for their
intervention ; and shortens the overall time required
for legal processing (Kalamkar et al., 2022b).

Two out of the three LegalEval 2023 (Modi et al.,
2023) sub-tasks available were tackled: the Rhetor-
ical Roles (RR) textual classification task (sub-task

A) and the Legal-Named Entities Extraction (L-
NER) task (sub-task B).

Systems for the sub-tasks were not developed in
silo: some RR systems made use of data that was
first pre-processed with L-NER system-generated
annotations, which in some cases improved perfor-
mance on the DEV set by approximately 2 points 1.

Some challenges encountered include (but are
not limited to) handling complex and precise se-
mantics developed over long spans of text in
the RR sub-task; and understanding the sub-
tleties distinguishing the five named entity types
pertaining to persons (JUDGE, OTHER PERSON,
PETITIONER, RESPONDENT, WITNESS) for
the L-NER sub-task.

Special attention was placed on developing
lightweight and interpretable systems. The ex-
press focus on being lightweight was mainly to
curb the carbon footprint of machine learning sys-
tems and improve widespread usability as state-of-
the-art architectures such as transformers (Vaswani
et al., 2017) consume considerable computational
resources and energy (Strubell et al., 2019), release
undesirable pollutants such as greenhouse gases,
and is less deployable in a production environment,
the latter contradicting the task’s objective of en-
abling widespread and rapid processing of legal
documents.

A system is considered to be lightweight by the
authors’ definition if it is capable of completing
its training in a maximum of several hours on a
single machine without specialized hardware, such
as GPUs or TPUs. This is the case for CRFs and
systems employing pre-trained models.

With regard to interpretability, the aim is to pro-
vide a means for end-users (i.e., legal profession-

1Given that the output of the L-NER system was used as
input in some RR systems, the paper will first present work
done on the L-NER sub-task and subsequently the RR sub-
task.
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als) to query the system on how a specific decision
was derived. Exposing the workings of the system
would build trust for users if its explanations are
deemed acceptable by the experts. In the event
where they challenge the system’s predictions as
they are found to not be logical, the feedback re-
ceived that can be used to identify and target spe-
cific system mechanics involved would also boost
the robustness of the system.

Explainability is especially characteristic of
CRFs, while more complicated systems such as
Deep Learning approaches that employ standard
real-valued tensors (i.e., x ∈ Rd1×d2×...×dn) are
not as interpretable.

The authors’ participation was an attempt to test
the capabilities of lightweight systems in achieving
reasonable performance on specialized data, given
a lack of no prior knowledge or competencies in
the legal domain that could provide leverage in
tailoring systems for legal processing.

The code is available in a GitHub repository
(https://github.com/LouisEsteve/LegalEval2023).

The rest of the paper is structured as follows: (1)
Presentation of the two sub-tasks (Section 2); (2)
Systems overview in (Section 3); (3) Experimental
setup (Section 4); (4) Results and error analysis
(Section 5); (5) Conclusion and way forward (Sec-
tion 6).

2 Background

The datasets used in both sub-tasks and the division
into TRAIN, DEV and TEST sets were provided
by the LegalEval organizing team as JSON files.

2.1 L-NER

The L-NER sub-task aims to perform Named Entity
Recognition in the legal domain, a practical appli-
cation being, for example, the automated retrieval
of relevant information. To do so, thirteen classes
were to be annotated (details in Table 1). Of note
are five classes relating to people, which will be rel-
evant for analysis in later sections. The datasets for
this sub-task, as shown in Table 2, are themselves
split into preamble and judgement; both were used
interchangeably to train and estimate systems’ per-
formance. It should also be noted that the preamble
seems to contain significantly more entities relative
to its number of sentences than the judgement.

Grishman and Sundheim (1996) were the first
to discuss ”named entity recognition” (NER) in
the context of the MUC conferences. They then

Entity Type Description
CASE NUMBER Case number
COURT Court
DATE Date
GPE Geopolitical entity
JUDGE Judge
ORG Organization
OTHER PERSON Other person (i.e.,

a person neither
PETITIONER,
RESPONDENT, JUDGE,
nor WITNESS)

PETITIONER Petitioner (i.e., person ini-
tiating legal process)

PRECEDENT Precedent (i.e., former le-
gal decisions)

PROVISION Provision
RESPONDENT Respondent (i.e., person

facing legal process)
STATUTE Statute
WITNESS Witness

Table 1: Classes in the L-NER sub-task

tackled rather general entity types (person, organi-
zation, location) which since have become standard,
but focus has now shifted toward NER applied to
specialized fields, such as legal documents. Spe-
cialized fields, as their name suggests, are prone
to specific vocabularies and/or language structures,
making it harder to process using systems and tech-
niques from general domain.

The literature contains some references of NER
specific to the legal domain : Dozier et al. (2010)
explore symbolic approaches (i.e., “lookup”, “con-
textual rules”, “statistical models”) achieving high
precision (0.84-0.98) and good recall (0.72-0.87),
while Vardhan et al. (2021) use Convolutional Neu-
ral Networks (CNNs) and achieve a precision of
approximately 0.73 and a recall of 0.50. It should

Sub-corpus # Texts # Entities
TRAIN preamble 1560 12479
TRAIN judgement 9435 17485
DEV preamble 125 1385
DEV judgement 949 1876
TEST 4501 -

Table 2: Description of the datasets of the L-NER sub-
task. (Number of texts = number of preambles or judge-
ment sentences)
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Rhetorical Role Description
PREAMBLE Preamble
FAC Facts
RLC Ruling by Lower Court
ISSUE Issues
ARG PETITIONER Argument by petitioner
ARG RESPONDENT Argument by respondent
ANALYSIS Analysis
STA Statute
PRE RELIED Precedent relied
PRE NOT RELIED Precedent not relied
RATIO Ratio of the decision
RPC Ruling by Present Court
NONE -

Table 3: Classes in the RR sub-task

Sub-corpus # Documents # Sentences
TRAIN 244 28986
DEV 30 2890
TEST 50 4158

Table 4: Description of the datasets of the RR sub-task

be noted that these two references do not perform
the same task, and they do not use the same data
sets, therefore a strict comparison may not be en-
tirely justifiable.

For a broader view of different architectures on
a variety of specialized domains, refer to Liu et al.
(2021); upon testing multiple architectures, they
come to the conclusion that BERT (Devlin et al.,
2019) architectures perform well on a variety of
domains. However, as previously mentioned, with
lightweight systems in mind, system development
has been limited to Conditional Random Fields
(Lafferty et al., 2001).

2.2 RR

The RR prediction sub-task deals with text clas-
sification in Indian court judgements written in
English by legal professionals and often of a sub-
stantial length (average of 119 sentences/document
in the TRAIN dataset). This sub-task differs from
the traditional text classification task of assigning
one label to an entire document. Instead, the doc-
ument is to be decomposed into rhetorical roles
(RRs) and a class is to be assigned to each RR
found.

12 RR classes have been identified (Table 3 2),
2https://github.com/Legal-NLP-EkStep/

some of which pertain specifically to legal doc-
uments, e.g. RLC (Ruling by Lower Court),
ARG PETITIONER. Another label has been added
in order to classify sentences that do not belong to
any of the 12 RR classes: NONE. Each sentence
must be labelled with one of the 13 classes (12
informative and NONE).

Some statistics characterizing the datasets pro-
vided by the organizers can be found in Table 4.

This task has been previously explored and
tested on different corpora with different sets of
Rhetorical Roles. Hachey and Grover (2006)
worked on the summarization of legal texts based
on the classification of sentences into 7 RR classes
(fact, proceedings, background, etc.). They tested
5 classifiers and obtained the best performances
with SVM and maximum entropy sequence mod-
els. Saravanan and Ravindran (2010) proposed a
more efficient rule-based method based on CRFs.
More recently, Bhattacharya et al. (2019) tested
deep learning methods based on BiLSTM. Their
best system is a BiLSTM model with a CRF output
layer.

3 System overview

3.1 L-NER

With an objective of reasonable interpretability,
a standard CRF (Lafferty et al., 2001) was cho-
sen for the L-NER task. The Python library
sklearn-crfsuite 3 was used.

The overall structure is as follows:

1. Process the texts with SpaCy (Honnibal et al.,
2020) and retrieve token-level features

2. For each token of each text, add as features
those of previous and upcoming tokens on an
−m : +n span, such as -2:head for the
syntactic head of the token two positions ago,
or +1:morph for the morphological aspects
of the token one position ahead

3. Feed this structure to a CRF

4. Apply the CRF model on the TEST set

5. Optionally, apply post-processing (regular ex-
pressions to extract dates, case numbers and
geopolitical entity)

rhetorical-role-baseline
3https://pypi.org/project/sklearn-crfsuite/
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The regular expressions for the post-processing
step were constructed using the TRAIN set for ref-
erence. For DATE, a variety of formats were in-
cluded, such as digit-based (e.g., DD-MM-YYYY,
MM-DD-YYYY), or equivalents with months writ-
ten in letters. For CASE NUMBER patterns, this in-
cluded specific indicators (e.g., ”civil”, ”criminal”,
”appeal”) adjacent to the token being processed.
For GPE, this consisted of a very basic (and naive)
pattern: a token with at least three capital letters.
Several instances of tokens following this format
were observed, however, deploying this regular ex-
pression proved to be detrimental.

For further information with regards to the
Python version, module versions, and SpaCy
model used, please refer to the GitHub repository
(https://github.com/LouisEsteve/LegalEval2023).

3.2 RR

The RR task can be seen as a sequence labeling task
or as a sentence classification task. The authors
have opted for the second way of conceptualizing
this process: the document is first divided into sen-
tences, and each sentence unit is then assigned a
label. An RR block is then rebuilt from joining
contiguous sentence units of the same class.

The task of identifying Rhetorical Roles (RR)
was tackled with several approaches, of which
the two best-performing methods selected are:
(1) a Bag-of-Words system, and (2) a sentence-
transformers Deep Learning vector-based ap-
proach 4. As an optional pre-processing step, the
entities in the input sentences were first labelled
with our NER system (developed for the L-NER
sub-task), and then replaced by their type. This
was to reduce the variability of the sentences and
to enrich them with semantic information.

[Bag-of-Words] As for the Bag-of-Words
system, the model was developed using the
scikit-learn library (Pedregosa et al., 2011).
Our findings indicate that the linear regression al-
gorithm outperformed other algorithms available.
To achieve this result, we used a combination of
TF-IDF weights and tested out uni- and bi-grams.

[sentence-transformers] For the vectorial ap-
proach, each datapoint was converted into a sen-
tence vector using the SBERT sentence transformer

4To compare different approaches, a transformer method
was tested as it is lightweight in the sense of it being a pre-
trained model, even if it is technically not lightweight if it had
to be fine-tuned on legal data, and not as interpretable as the
other systems developed.

5 (Reimers and Gurevych, 2019). The transformed
data was then fed to a K-Neighbours model. The
input test dataset was also converted into a sentence
vector per datapoint for the model to classify into
the 13 classes.

Both of these approaches classify sentences in-
dependently into one of the 13 classes. In order
to move from sentence classification to text seg-
mentation, we added a rule-based post-processing
phase.

The post-processing rules are as follows:

• Search for the last sentence of the preamble
(keyword: “JUDGMENT”): all the sentences
before are tagged as PREAMBLE;

• Process all the following sentences:

– If the sentence tag is PREAMBLE,
change the label to the one of the pre-
vious sentence;

– Else, if the sentence tag is one
of the low-proportion classes
(RATIO, ARG PETITIONER,
ARG RESPONDENT, RLC, STA,
PRE NOT RELIED, PRE RELIED),
continue;

– Else, compare the label of the current
sentence with the previous and next ones,
if the label of the previous and the next
are identical, assign this tag to the current
sentence.

4 Experimental setup

The TRAIN and DEV data split correspond to the
raw TRAIN and DEV datasets provided by the
organizers. During training, systems were trained
on TRAIN and tested on DEV, but for the final
version, they were trained on both TRAIN and
DEV.

4.1 L-NER

With regards to features, we have tried a variety
of different configurations, arriving at the follow-
ing features extracted with SpaCy: the raw token,
the fine-grained PoS, the shape as in capitalization
and presence of digits, named entity types detected
by SpaCy, the type of syntactic dependency, the
syntactic head, and morphological aspects. These
features have been considered in a window of 4

5https://www.sbert.net/index.html
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tokens before and 4 tokens after the current token.
Hyperparameters can be seen in Table 5.

Different types of post-processing were tested
with the aim of increasing recall of certain classes.
On the DEV set, we have seen some improvement
for the types DATE, CASE NUMBER and GPE.

Algorithm pa6

Number of epochs 200

c1 0.0

c2 1.0

epsilon 1e− 6

Table 5: Hyperparameters for the CRF model

With regards to the interpretability of CRF sys-
tems, it is possible, as shown in Figure 1, to ac-
cess the weight of each and every feature for all
tags. For each one, there is access to its polar-
ity (i.e. lower or higher than zero), and intensity
(i.e. its distance to zero). For example, in Figure
1, the most relevant feature used in tagging a to-
ken as B-CASE NUMBER appears to be the shape
X.X.Xx.dddd/dddd (X: upper case letter, x: lower
case letter, d: digit character).

4.2 RR

[Bag-of-Words] A five-fold cross-validation tech-
nique was employed, with a grid search to optimize
the hyperparameters summarized in Table 6.

The system was tested with and without pre-
processing (the replacement of named entities de-
tected by the L-NER system with their type).

vectorizer TfidfVectorizer
classifier LogisticRegression()
classifier C 1.0
vectorizer max features 5000
vectorizer ngram range (1, 2)

Table 6: Hyperarameters for the Bag-of-Words system

[sentence-transformers] The sentence-
transformers 7 architecture and pretrained
sentence embedding model all-MiniLM-L6-v2
(Reimers and Gurevych, 2019)8 were employed
as-is to generate sentence embeddings for both

6Stands for “Passive Agressive” according to
sklearn-crfsuite’s documentation (Crammer et al.,
2006).

7https://www.sbert.net/index.html
8https://huggingface.co/nreimers/

MiniLM-L6-H384-uncased

Figure 1: Interpretability of CRF systems. Ex-
ample of the weight of some features for the
B-CASE NUMBER label (i.e. first token of an entity of
type CASE NUMBER) obtained using Python package
eli5.

datasets without any fine-tuning due to material
constraints. A scikit-learn9 K-Neighbours classifier
was then trained on the TRAIN dataset, and later
employed to generate predictions on the DEV
dataset. According to the test runs conducted, the
best results across all evaluation metrics were
obtained with k = 15. We have also experimented
the use of the output of the L-NER system in
order to substitute entities by their type before to
generate sentence embeddings.

The rules-based post-processing method was
also tested on both approaches. On the DEV set,
it improves the accuracy by an average of 6 points
for the BOW system.

5 Results

In this section, results on the DEV dataset and eval-
uation results on the TEST dataset (as published
on the codalab submission platform) are listed. An
error analysis is also performed on each system.

9https://scikit-learn.org/stable/
modules/generated/sklearn.neighbors.
KNeighborsClassifier.html
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5.1 L-NER

Results on the DEV set and results obtained upon
evaluation on the TEST set are listed in tables 7
and 8. Post-processing did increase recall, but the
detriment to precision was greater. The regular
expressions used for post-processing were deter-
mined in earlier steps of system design, a time at
which they proved more useful than in this last
system.

Class Precision Recall Fβ=1

CASE NUMBER 0.625 0.580 0.601
CASE NUMBER (+ post-proc.) 0.625 0.580 0.601
COURT 0.859 0.815 0.836
DATE 0.901 0.930 0.915
DATE (+ post-proc.) 0.601 0.949 0.736
GPE 0.705 0.517 0.597
JUDGE 0.907 0.880 0.893
LAWYER 0.934 0.861 0.896
ORG 0.564 0.454 0.503
ORG (+ post-proc.) 0.328 0.532 0.405
OTHER PERSON 0.769 0.699 0.732
PETITIONER 0.741 0.642 0.688
PRECEDENT 0.702 0.728 0.715
PROVISION 0.902 0.867 0.884
RESPONDENT 0.720 0.614 0.663
STATUTE 0.882 0.878 0.880
WITNESS 0.826 0.678 0.745
Macro average (no post-proc.) 0.788 0.725 0.753
Macro average (with post-proc.) 0.750 0.731 0.734

Table 7: Results on DEV (L NER CRF model 101)

Post-processing Macro F1
No post-processing 0.649
DATE 0.641
CASE NUMBER 0.624
GPE 0.597
DATE, CASE NUMBER, GPE 0.526

Table 8: Results upon evaluation on TEST

The best results were obtained on the TEST set
without post-processing. The baseline system pro-
posed by the organizers (Kalamkar et al., 2022a)
obtained a Macro Fβ=1 of 0.911 and the team Re-
searchTeam HCN, ranked first at the LegalEval
2023 shared task, reached a Macro Fβ=1 of 0.912
(Modi et al., 2023). These two systems were based
on RoBERTa-base.

Results on the TEST set (Macro Fβ=1 = 0.64)
were lower than on the DEV set (Macro Fβ=1 =
0.74). Having no access to the TEST set at the time
of writing, it is not possible to accurately assess the
reasons behind such a difference in performance.
Under such circumstances, the default hypothesis
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Figure 2: Confusion matrix on the DEV set

would be that our system could not generalize well
enough for its performance to be consistent over
different data sets.

Regarding errors, analysis of the version trained
on TRAIN and tested on DEV shows that the sys-
tem’s main issue lies between RESPONDENT and
PETITIONER; overall, the frontiers match the ref-
erence but the two classes tend to be mistakenly
annotated as the other. A more exhaustive confu-
sion matrix is available in Figure 2.

A meta-observation made is that it is entities of
the general type of people that causes difficulties
for the system, implying that differentiating the spe-
cific roles of people goes beyond the CRF system’s
capabilities.

The effect of the post-processing phase can be
observed from row 2 and onwards in Table 8.
DATE, CASE NUMBER, and GPE were all post-
processed using regular expressions based on what
we could extract from the TRAIN set. It seems that
basing regular expressions on limited data does
not ensure high quality, as the differences in score
suggest. Even for DATE that was thought to have
reasonably stable patterns (e.g. ISO-8601), ground
truth indicates that strict patterns do not seem to be
a reliable occurrence.
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5.2 RR

Results of the systems on DEV and results obtained
on the TEST set for the RR sub-task are as follow
in tables 9 and 10:

Model Macro F1
Bag-of-Words 0.37
Bag-of-Words + PP 0.39
Bag-of-Words + NER 0.39
Bag-of-Words + NER + PP 0.41
sentence-transformers 0.35
sentence-transformers + PP 0.37
sentence-transformers + NER 0.35
sentence-transformers + NER + PP 0.37

Table 9: Results on the DEV set (PP = post-processing)

Model Macro F1
Bag-of-Words + NER 0.568
sent-transformers 0.552
sent-transformers + NER 0.551

Table 10: Results upon evaluation on TEST set (system
with post-processing)

As shown in Table 9, the best results are ob-
tained by the Bag-of-Words system with pre- and
post-processing phases. Substitution of the entities
detected by the L-NER system improves the perfor-
mance of the Bag-of-Words system by two points,
but does not impact the results of the sentence-
transformers system (slight increase in precision).

There is a significant increase in the macro Fβ=1

metric from the DEV to TEST results. One hy-
pothesis is that the two datasets are rather var-
ied but the systems are able to generalize across
the two datasets, performing even better on the
TEST dataset. On the TEST set, the Bag-of-
Words system that utilized pre-annotated data
from the L-NER task achieved the best results
(Macro Fβ=1 = 0.568). The other approach tri-
aled, sentence-transformers, followed close be-
hind (Macro Fβ=1 = 0.551). The sentence-
transformers method was also tested with the pre-
processing lemmatisation step, obtaining poorer re-
sults (Macro Fβ=1 = 0.529) than without. The sys-
tem that ranked first at the LegalEval 2023 shared
task, developed by the AntContentTech team, ob-
tained a Macro Fβ=1 of 0.859. It is based on
BiLSTM and CRF, and employed the LegalBERT
model.

An error analysis of the systems tested on
the DEV dataset showed that unsurprisingly, the
best-represented classes (ANALYSIS, FAC and
PREAMBLE making up 2,076 out of the 2,890
sentences) tended to perform the best across all
3 metrics (precision, recall and F1) among the
13 classes, while the least-represented classes
(PRE NOT RELIED) performed the worst in all
3 metrics or obtained very lopsided results (1.0 in
precision and 0.0 in recall and F1).

The most represented class, ANALYSIS, ob-
tained the best recall across systems but an average
score in precision. This signifies while the systems
did well in identifying positives, this was done in
excess and generated many false positives. This in-
cludes a tendency to confuse between ANALYSIS
and FAC. This may have been an unavoidable con-
sequence due to the dominance of this class, given
that ANALYSIS alone accounts for 34% of the to-
tal number of sentences for all 13 classes.

As for the least-represented classes, one way to
improve the systems’ performance is to increase
the number of samples in the corpus to level that of
other classes so that the systems could generalize
across more sentences and combat the dominance
of one or a few classes.

6 Conclusion

Our participation in the LegalEval task was mo-
tivated by the express aim of evaluating the com-
petitiveness of lightweight systems, with the in-
terpretability of the system as a bonus criterion.
Results obtained in the RR and L-NER tasks were
modest, at 0.568 and 0.649 and placing 25th (out
of 27) and 14th (out of 17) respectively.

For the L-NER task, we found that (1) CRFs
may attain a reasonable performance level (Macro
Fβ=1 ≈ 0.74 on DEV) when trained to annotate all
the classes at once, but (2) they face issues when
having to differentiate between very similar classes
(e.g., between PETITIONER and RESPONDENT)
and (3) it is not certain if they are really capable of
generalizing across datasets (Macro Fβ=1 ≈ 0.64
on TEST, 10 points below DEV). For the RR task,
we found that replacing named entity spans with
their class slightly improves performance of RR
systems to a certain extent. The synergy between
the two sub-tasks should be capitalized on by de-
ploying the systems in that order.

With regard to the way forward, the L-NER sys-
tem could potentially be improved in terms of its
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raw performance by incorporating an LSTM before
the CRF, as shallow (and with rather few cells in
width) LSTMs are considered to boost performance
(Reimers and Gurevych, 2017) while keeping the
model lightweight. This may go towards improv-
ing the detection of rhetorical roles for the BOW
RR system as well. However, this could possibly
degrade both the highly-human interpretable NER
and BOW RR systems’ interpretability. As for the
sentence-transformers RR system, it could be con-
sidered ’lightweight’ in its current form that makes
use of an existing trained model available as a li-
brary. However, the obvious method of improving
the system by fine-tuning it on legal documents
would render the system a classic Deep Learning
heavyweight system.
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