
Proceedings of the The 17th International Workshop on Semantic Evaluation (SemEval-2023), pages 1433–1446
July 13-14, 2023 ©2023 Association for Computational Linguistics

NAP at SemEval-2023 Task 3: Is Less Really More? (Back-)Translation as
Data Augmentation Strategies for Detecting Persuasion Techniques

Neele Falk∗, Annerose Eichel∗, Prisca Piccirilli∗
Institute for Natural Language Processing, University of Stuttgart
{firstname.lastname}@ims.uni-stuttgart.de

Abstract
Persuasion techniques detection in news in a
multi-lingual setup is non-trivial and comes
with challenges, including little training data.
Our system successfully leverages (back-
)translation as data augmentation strategies
with multi-lingual transformer models for the
task of detecting persuasion techniques. The
automatic and human evaluation of our aug-
mented data allows us to explore whether (back-
)translation aid or hinder performance. Our
in-depth analyses indicate that both data aug-
mentation strategies boost performance; how-
ever, balancing human-produced and machine-
generated data seems to be crucial.

1 Introduction

The SemEval 2023 Task 3 (Piskorski et al., 2023)
aims at analyzing online news by detecting genre,
framing, and persuasion techniques, i.e., what is
presented how using which rhetoric means. Per-
suasion techniques detection (Subtask 3) aims to
identify which rhetoric means are used to influ-
ence and persuade the reader. News articles are
provided in English, German, French, Italian, Pol-
ish, and Russian. To foster the development of
language-agnostic systems like our approach, the
organizers additionally introduce three surprise lan-
guages – Spanish, Greek, and Georgian1 – with test
data only.

We build a system that successfully leverages
(back-)translation as data augmentation approaches
with multi-lingual transformer models to detect
persuasion techniques in all 9 languages. We win
the task for fr, achieve 2nd place for ge, it and po,
and 3rd place for es, el and ka, while ranking mid-
field for ru and en. Our main contribution consists
in exploring the extent to which data augmenta-
tion via (back-)translation boosts performance for

*All authors contributed equally to this work.
1Henceforth, we use the following official identifiers:

en:English, fr:French, it:Italian, ru:Russian, ge:German,
po:Polish, es:Spanish, el:Greek, and ka:Georgian.

Figure 1: Example of a multi-labelled paragraph and the
corresponding relevant textual spans for the persuasion
techniques Loaded Language and Slogans.

the task at hand. Our findings suggest that more
data does boost performance, especially for under-
represented labels. Our in-depth analyses however
show that less tends to be really more w.r.t bal-
ancing natural vs. augmented data, as more (aug-
mented) data can severely hurt performance.

2 Background

Predicting a set of persuasion techniques given a
piece of news text in a monolingual setting has been
explored in previous shared tasks (Da San Martino
et al., 2019, 2020; Dimitrov et al., 2021). Existing
successful systems usually include monolingual
transformer-based models and ensemble mecha-
nisms to optimally aggregate predictions (Mapes
et al., 2019; Jurkiewicz et al., 2020; Chernyavskiy
et al., 2020; Tian et al., 2021). Approaches that
additionally focus on provided or external data also
show improvement, using techniques such as fine-
tuning on additional in-domain data or augmenting
the training data (Abujaber et al., 2021).

3 Data Description

3.1 Gold Data
The data consists of news and web articles, cover-
ing recent hot topics (such as COVID-19 and climate
change) that are multi-lingual (en, fr, it, ge, ru ,
po) and multi-labelled amongst 23 fine-grained per-
suasion techniques (mapped to 6 coarse-grained
categories). The relevant span-level annotations for
each labeled paragraph are also provided. Fig. 1
illustrates a multi-labelled instance in en, and Table
3 offers an overview of the training data size for this
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gold dataset. This is a rather small and imbalanced
dataset regarding both the language in considera-
tion and the labels (cf. Tab. 7 in App. A.1). To
increase our training data as well to provide addi-
tional examples of persuasion techniques for the
low represented labels, we use data augmentation
techniques.

3.2 Data Augmentation
We experiment with two data augmentation tech-
niques by directly making use of the multi-lingual
input that is provided. First, we generate auto-
matic translations from and to all possible six
languages. Not only does this technique allow
us to increase text content, but the transfer of the
persuasion techniques along with the correspond-
ing text also increases label representation. We
also experiment with paraphrasing through back-
translation, to augment the data for each language
from and to all possible six languages. As three
surprise languages are added in the test set, we
also generate (back-)translations to and from these
languages, when possible. Table 1 provides an
overview of the possible combinations we were
able to explore depending on the MT models’ avail-
ability. For both techniques, we use the translation
system MarianMT, based on the MarianNMT frame-
work (Junczys-Dowmunt et al., 2018a) and trained
using parallel data collected at OPUS (Tiedemann
and Thottingal, 2020). The purpose of data aug-
mentation in this work is two-fold. While it enables
us to substantially increase our training data size
(Tab. 3), we are also aware that information con-
tained in the original input can be "lost in (back-
)translation" (Troiano et al., 2020), which leads
to our research question: for the task of detecting
persuasion techniques, to which extent can (back-
)translation techniques help models’ performance?
We first conduct automatic and human evaluation
on our obtained augmented data.

3.3 Evaluating Augmented Data
Automatic Evaluation Common metrics to eval-
uate automatic translations include BLEU (Papineni
et al., 2002), ROUGE (Lin and Hovy, 2003), ME-

TEOR (Banerjee and Lavie, 2005) and require a
reference gold (human) translation to be computed.
We compute the BLEU scores for the paraphrases
obtained via back-translations. Results vary greatly
depending on the pivot language (e.g., en2ru2en
vs. en2es2en) but on average, the scores are rea-
sonable across languages (Tab. 2). Table 9 in App.

Source Languages (SL)

en fr it ru ge po

en - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
fr ✓ ✓ - ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓
it ✓ ✓ ✗ ✗ - ✗ ✗ ✓ ✓ ✗ ✗
ru ✓ ✓ ✓ ✓ ✗ ✗ - ✗ ✗ ✗ ✗
ge ✓ ✓ ✓ ✓ ✓ ✓ ✗✗ - ✓ ✓
po ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓ -
es ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗
el ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗

Ta
rg

et
L

an
gu

ag
es

(T
L

)

ka ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Table 1: Language pairs covered (✓) and not covered (✗)
by marianMT models for translation (in blue) and back-
translation (in red). The direction of translation is from SL to
TL and back to SL for back-translation.

en fr it ru ge po

48.06 32.80 45.79 20.84 33.34 21.23

Table 2: 4-gram BLEU score average per language.

A.2 provides the detailed BLEU scores across all
combinations. BLEU does not account, however, for
fluency nor the persuasion technique preservation.
Moreover, we cannot use it to evaluate our automat-
ically obtained translations as we do not have gold
references. We therefore conduct a small-scale hu-
man annotation study to assess the quality of our
(back-)translated data.

Human Evaluation We perform human evalua-
tion for en, fr, it, ru and ge. For back-translations,
which we consider paraphrases of the original in-
put, we ask one ((near-)native) volunteer per lan-
guage to rate the quality of the generated para-
phrases on a scale 1–5 for the following three
aspects: fluency, fidelity, and surface variability,
where 5 is the best score. For translations, as there
is no reference input, the same annotators are asked
to rate the quality of the generated input regard-

Training Datasets

gold +BT-sl +T+BT +T+BT-sl +span

en 3,761 22,561 25,968 29,728 7,521
fr 1,694 11,852 17,700 21,086 3,387
it 1,746 6,981 10,248 11,993 3,491
ru 1,246 4,981 9,189 10,434 2,491
ge 1,253 7,513 14,691 15,943 2,505
po 1,233 3,697 6,642 6,642 2,465
total 10,933 57,585 84,438 95,826 21,860

Table 3: Training data size per language. gold is the original
task data, to which are added all possible (back-)translations
(+T and +BT) - with or without the surprise languages (sl) as
pivot languages - and the relevant textual spans.
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Figure 2: % of translations where Loaded Language is trans-
ferred irresp. of (Avg) and according to the SL, resp.
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Figure 3: % of translations where Slogans is transferred irresp.
of (Avg) and according to the SL, resp.

rues itfr ge

gees

poen

gr ru ge

es

en es

fr

en

it po

es fren

fr

ge

0

25

50

75

100

en fr ge it po ru

%
 L

o
a
d
e
d
 L

a
n
g
u
a
g
e
 p

re
s
e
rv

e
d

Avg

SL

en

es

fr

ge

gr

it

po

ru

Figure 4: % of back-translations where Loaded Language is
preserved irresp. of (Avg) and according to the SL, resp.
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Figure 5: % of back-translations where Slogans is preserved
irresp. of (Avg) and according to the SL, resp.

ing fluency (1-5), and whether they think this is a
human-produced paragraph. Additionally, in both
setups, we ask our annotators if they think the orig-
inal assigned label is preserved (for paraphrases)
or fits in the generated paragraph (for translations).
See App. A.3 for a detailed explanation of data
selection and annotation setup.

Findings Due to space restrictions, we provide
a complete analysis of human judgements in
App. A.3 and address in this section the ques-
tion: to which extent can persuasion techniques be
transferred or preserved in the process of (back-
)translation, respectively? As shown in Fig. 2,
Loaded Language easily transfers from all lan-
guages to en and fr (avg. 85% and 100%, resp.),
but does not when its instances are translated into
ge (avg. 52%). The opposite is however found in
back-translation, as the label is mostly preserved in
ge but not in en and fr (Fig. 4). Across target lan-
guages, Fig. 3 and 5 show that Slogans seems more
impacted than Loaded Language by the source lan-
guage from which it gets (back-)translated; how-
ever, this is not consistent per language across
translation and back-translation. Indeed, a label
can be 100% transferable from po to ge but gets

lost the other way around. These findings give ev-
idence that some persuasion techniques might be
language- and culture-dependent, as their transfer
and preservation vary depending on the language
pair in consideration. Overall, the percentage of
"lost labels" through (back-)translation, according
to our human judgements, remains more or less
low depending on the persuasion technique, in-
dicating that they do not completely "get lost in
(back-)translations". As a result, while we expect
the detection of certain persuasion techniques to
benefit from our augmented data, it would not be
surprising if the detection of others gets hindered
by it. We present the results of our regression anal-
ysis in Sec. 5.

4 Our System: Approach and Methods

Our approach combines predictions of several mod-
els in an ensemble, which differ in three main as-
pects: a) training data b) model architecture and
c) input format to the model. We show in Table 3
the size of each training data we used for the final
task submission, and report in Table 8 (App. A.1)
all the training data we experimented with. In the
following, used model architectures are presented.
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Official Results (F1) Models + resp. training dataset(s) ∈ Ensemble

Micro Macro Rank XLM-R-base XLM-R-large Adapters Additional

en 0.26 0.08 15/23 +BT-sl, +T+BT +BT-sl, +T+BT-sl, spans +T+BT-sl setfit, heur.
fr 0.47 0.33 1/20 +T+BT +BT-sl, spans +T+BT-sl -
it 0.54 0.27 2/20 +T+BT +BT-sl, spans +T+BT-sl -
ru 0.31 0.19 8/19 +T+BT +BT-sl +T+BT-sl -
ge 0.51 0.27 2/20 +T+BT +BT-sl, spans +T+BT-sl -
po 0.42 0.25 2/20 +T+BT +BT-sl, spans +T+BT-sl -
es 0.37 0.18 3/17 +T+BT +BT-sl, +T+BT-sl, spans +T+BT-sl -
el 0.26 0.16 3/16 +T+BT +BT-sl, +T+BT-sl, spans +T+BT-sl -
ka 0.41 0.31 3/16 +T+BT +BT-sl, +T+BT-sl, spans +T+BT-sl

Table 5: Official test results and corresponding leaderboard rankings based on the official metrics F1 micro. Note
that for each test language we experiment with different possible model combinations in an ensemble and pick a
different combination, depending on which ensemble results in the the highest F1-micro score on the validation set.
We report F1 macro for completeness and show which models and their respective training data were considered in
the ensemble for a given language. For example, for fr we find the best results with combining predictions of 4
different models: XLM-R-base trained with +T+BT, XLM-R-large, one trained with +BT-sl and one trained with
spans and predictions by the adapters trained on +T+BT-sl.

4.1 Model Architectures
XLM-RoBERTa-base/large We fine-tune all pa-
rameters of the XLM-RoBERTa (XLM-R) models with
a multi-label classification head on top.

Adapter We train a label-specific adapter for
each persuasion technique. Adapters (Houlsby
et al., 2019) are a specific set of parameters in-
serted in every layer of a transformer. Instead of
fine-tuning the parameters of the full pre-trained
language model, these smaller parameters are up-
dated for a specific task while the rest of the param-
eters is kept frozen. This makes them more efficient
to train while still being compatible with the orig-
inal transformer architecture. We use XLM-R-base

as a back-bone model and the binary cross-entropy
loss for each label. After training, we combine
predictions of the 23 adapters for each paragraph.
Note that the adapters are especially useful for low-
frequency classes as the binary classification setup
usually leads to a higher recall for such labels.

SetFit This few-shot learning method is based
on sentence-transformers (Tunstall et al., 2022).
As a first step, a pre-trained SBERT model is fine-
tuned on a small number of labeled text pairs in a
contrastive Siamese manner. This model can then
be used to generate embeddings for sentences or
paragraphs and to train a simple text classifier for
the target task. The main advantages compared
to other few-shot fine-tuning approaches are (i)
efficiency and (ii) that it does not require prompts
or verbalizers. Using a multi-target strategy, we
train a distinct logistic regression classifier for each
persuasion strategy with paragraph representations

as inputs, which are then combined to output a
prediction for each label for each paragraph.

4.2 Training data
Our data augmentation techniques (Sec. 3) allow
us to train our models on different training sets of
different sizes, which we report in Table 3. Besides
the original gold training data, we obtain six addi-
tional training corpora as a result of translations
(T) and back-translations (BT) techniques. Addi-
tionally, we experiment with injecting in the gold
training data the relevant textual spans triggering
the annotated persuasion techniques, in the hope
that it helps the models to particularly focus on rel-
evant information for each persuasion technique.

4.3 Post-processing and ensemble
After training each model we apply threshold mov-
ing, i.e., given the validation set for each language,
we search the optimal classification threshold for
each model. We tune the threshold for a range
between 0.1 and 0.9 (step size=0.1) and pick the
one that maximizes the F1-micro score on the cor-
responding validation set. We also develop rule-
based language-specific heuristics for a small
number of labels. For instance, for the persua-
sion technique Doubt, we overturn the model pre-
dictions iff a paragraph contains, for example, a
question mark or question words.

We then compute the F1-scores on the validation
set using an ensemble. For each instance in the
validation set, all models that are part of the en-
semble can vote (predict the classes according to
the corresponding threshold). For each class, the
votes are then summed up. For the final prediction,
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Df explvar sign

trainingSet:label 110 38.00 ***
label 22 31.31 ***
trainingSet 5 18.28 ***
testLang:trainingSet 25 0.89 ***
testLang 5 0.24 ***
total explained variance 88.73

Table 6: Terms of the most explanatory regression model for
predicting F1 (persuasion strategy), with degrees of freedom,
statistical significance and explained variance. The best fit
explains 88.73% of the variance.

a class is added if the sum of votes exceeds the
voting threshold. We calculate the optimal voting
threshold again based on the validation set F1-micro
score.

4.4 Experimental Setup
We train XLM-R-base for 10 epochs on the different
training datasets and apply early stopping, pick-
ing the model that achieves the highest F1-micro
score on the provided development dataset. We
do the same with XLM-R-large with a maximum of
5 epochs. The adapters are trained only on the
largest training dataset (+T+BT-sl) for a maximum
of 5 epochs. SetFit is trained on 1,000 instances
sampled from +T+BT-sl. More details on implemen-
tation can be found in Table 11 in App. B.12. We
also report our non-submitted experiments in App.
B.2, as we draw some insightful conclusions.

5 Results and Analysis

Subtask 3 official results and corresponding leader-
board rankings are shown in Tab. 5. Note that for
each language we find an ensemble by computing
the F1-micro score for different model combina-
tions. The combination for each test language is
listed in Tab. 5, including the respective training
data. We win the task for fr, achieve 2nd places for
po, it, ge and 3rd places for the surprise languages
el, gr, ka. We rank roughly around mid-field for ru
and en, but manage a 3rd place post-submission for
the latter.

To identify trends in the effectiveness of the var-
ious data augmentation strategies employed, we
train a linear regression model to predict the F1

scores of the different persuasion labels as depen-
dent variables. Our regression model looks at the ef-
fect of training data, test language and persuasion
technique, each coded as categorical independent

2Note that for ru, the span model was not included in the
final ensemble due to a model error.
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Figure 6: Effect of training data type (+size, in ascending
order left to right) on predicted F1 scores for 6 persuasion
techniques.

variables (IV)3. Regression results are presented in
Tab. 6. We first look at which factors play an impor-
tant role in predicting different persuasion strate-
gies effectively. We look at the amount of explained
variance by each IV: the best fit (Adj.R2 = 0.86)
contains each IV and the interactions between each
training data with (i) test languages and (ii) per-
suasion techniques. Very little systematic differ-
ences across test languages are observed, as there is
1% explained variance by the interaction between
training data and test languages. In contrast, most
variance is explained by the interaction between
training data and labels (38%) indicating that per-
formance in detecting persuasion techniques is con-
siderably impacted by the choice of augmentation
strategy.

We now zoom into the extent to which the choice
of augmentation strategy differs across persuasion
techniques detection. We visualize the interaction
term as an effect plot in Fig. 6. We select six
labels of interest to show the overall trend, and
present the full plots in App. C. We find the differ-
ent augmented training sets on the x-axis (sorted by
ascending size) and their impact on F1 scores’ pre-
dictions on the y-axis. We observe that in general,
data augmentation positively impacts the predicted
performance, especially for the less-frequent per-
suasion techniques, e.g., Flag Waving. Training
on the original gold data with the relevant textual
spans can have extremely positive effects (Flag
Waving, Loaded Language) but this effect is not

3App. C presents all details of the modeling set up.
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observed across all labels, indicating that some
persuasion techniques’ relevant textual informa-
tion is particularly compressed and the context is
therefore less crucial. Results clearly point to back-
translation (+BT-sl) as the most robust augmentation
strategy with consistent improvement of F1 scores
across all labels.

In contrast, translations consistently hurt the per-
formance across all labels and is only effective if
combined with back-translations (e.g., +T+BT-sl).
This considerable difference in performance be-
tween injecting translations vs. back-translations,
which are inherently the same processes, is sur-
prising and not on par with our human evaluation
findings (Sec 3.3); we plan to conduct further anal-
yses to investigate the phenomenon. Overall, these
analyses have shown that adding some more data,
i.e., +BT only, does indeed improve performance
but too much augmented data, i.e., +T, +T-BT tends
to hinder it.

6 Conclusion

We tackled the task of detecting persuasion tech-
niques in online news in a multi-lingual setup. We
built a system that successfully combines natural
with augmented data via (back-)translation with
an ensemble of SOTA multi-lingual models. While
we showed that using augmented data, i.e., more
data, generally boosts performance, our results
also indicate that it might be hurt when integrating
too much augmented data. In conclusion, for the
task of persuasion techniques detection, more data,
obtained via (back-)translation, does help overall,
but less might be more when it comes to adding
automatically-generated translations.
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ratings from human participants. For this, the par-
ticipants were provided an Informed Consent Letter
with the name and the contact of the investigators;
the title, purpose and procedure of the study; risks
and benefits for participating in the study; confir-
mation of confidential anonymous data handling;
and confirmation that participation in the study is
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A Appendix A: Data

A.1 Gold Label Distribution and Training
Data Sizes

Tab. 7 lists the number of instances per label for
each language for the gold training corpus as pro-
vided by the task organizers. The overview shows
that there is quite some imbalance, e.g. for each en
we observe a maximum label frequency of >1,800
instances for the label Loaded Language, while
there is no data at all for the four labels Appeal to
Time, Appeal to Values, Consequential Oversimpli-
fication, Questioning the Reputation. This picture
changes depending on the language.

Tab. 8 presents an overview of all training data
and their sizes we experiment with. gold is the
original data provided by the organizers, which we
augment with our automatically obtained (back-
)translations and the relevant persuasion technique
textual spans (provided for the task). We obtain
(back-)translations from and to all possible six lan-
guages (en, it, fr, ge, ru, po). When the organizers
release the three surprise languages (es, el, ka),
we are able to obtain translations in es and el. We
distinguish the back-translated augmented data con-
taining - or not - the back-translations in the origi-
nal six languages from the surprise languages. How-
ever, note that when combining translations and
back-translations (+T+BT(-sl)), we do not include
the surprise language translations (size 0). Over-
all, our data augmentation techniques allow us to
considerably increase our training data by almost
900%.

A.2 Augmented Data: Automatic Evaluation
Tab. 9 presents BLEU scores for paraphrases that
were obtained via back-translation for 1,2,3,4-
grams. Scores are presented per language and lan-
guage direction. Scores are rather low for back-
translations in fr via po (11.19) and in ru via fr
(15.62) but are overall reasonable across language
pairs, reaching around 50 in it and fr and up to 60
for back-translation in en via es, giving us the intu-
ition that the quality of these paraphrases are rather
good. We conduct human evaluation to confirm
this hypothesis.

A.3 Augmented Data: Human Evaluation
Data Selection For back-translations, we ran-
domly extract 10 original input instances in each
language, and their back-translations from all pos-
sible pivot languages, e.g., 10 original en instances

where each instance was back-translated from it, fr,
ge, es and ru: 10*5 = 50 en paraphrases to judge.
For translations, we randomly extract 10 original
input instances in each language and their trans-
lations in all possible target languages, e.g., 10
original ge instances which were translated in en,
fr and it: these 10 translations to be judged in each
target language (here en, fr, it) originate from the
same source language. Additionally, in this trans-
lations set, we add six control original instances in
each language.

Annotators We initially ask five volunteers - one
for each language (en, fr, it, ru, ge) to partake in
the study. One additional annotator (one of this
paper’s authors) finished annotations for ge. All six
of them are based in Germany, are native or near-
native speaker of the respective language. Each
annotator submits two unique sets of answers for
(i) translations and (ii) back-translations.

Setup The annotations are carried out in a remote
setting using Google Forms. Annotators are pro-
vided detailed written guidelines including exam-
ples, first to complete back-translation judgements
and then translation judgements (PART 1 & 2, resp.

in Tab. 10.) In case of questions, annotators have
the option to contact the authors of the paper. The
evaluation can be completed flexibly in the course
of two days. Annotators can take as much as time
as they need for completing the evaluation. The
collected data does not include any information
that names or uniquely identifies individual people
or offensive content. Letters of Consent are signed
before participation and stored separately from the
collected ratings.

Analyses Fig. 7 and 9 present the fluency scores
attributed to translations and back-translations, re-
spectively. For each target language, we report
the average scores irrespective of the source/pivot
language (Avg) and the average scores depending
on which language it was (back-)translated from.
Overall, fluency scores are rather high (avg. 4),
which means that (back-)translation does not affect
to a large extent the readability of the generated out-
put. However, the percentage of instances that are
judged "human-produced" (Fig. 8) drops with re-
gards to translations in fr, ge and ru (around 30%).
When zooming into language pairs, this percent-
ages drops under 25% for en2fr, it2fr, it2ge and
en,fr2ru. We also collected ratings regarding the
fidelity and the surface variability aspects for the
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Label en fr ge it po ru

Justification:
Appeal to Authority 154 76 225 70 41 10
Appeal to Popularity 15 82 63 37 30 8
Appeal to Values 0 100 73 131 101 48
Appeal to Fear-Prejudice 310 210 182 285 108 54
Flag Waving 287 37 65 35 68 42
Simplification:
Causal Oversimplification 213 125 33 50 12 39
False Dilemma-No Choice 122 73 41 61 12 28
Consequential Oversimplification 0 112 35 29 24 70
Distraction:
Straw Man 15 135 15 51 15 21
Whataboutism 16 62 13 8 8 7
Red Herring 44 55 30 23 12 2
Call:
Appeal to Time 0 41 11 27 14 28
Slogans 153 149 87 54 36 72
Conversation Killer 91 170 121 178 50 88
Manipulative Wording:
Loaded Language 1,809 944 242 903 310 641
Repetition 544 92 8 22 13 69
Exaggeration-Minimisation 466 258 157 143 111 131
Obfuscation-Vagueness-Confusion 18 113 62 21 36 19
Attack to Reputation:
Appeal to Hypocrisy 40 134 136 82 162 103
Doubt 518 327 288 882 295 509
Name Calling-Labeling 979 428 734 566 475 253
Guilt by Association 59 130 122 53 94 24
Questioning the Reputation 0 348 310 383 164 303

Table 7: Label distributions of gold training data (in absolute numbers), divided by coarse-grained categories.

Training Datasets

gold +T +BT +BT-sl +T+BT +T+BT-sl +span

en 3,761 10,928 18,801 22,561 25,968 29,728 7,521
fr 1,694 10,928 8,466 11,852 17,700 21,086 3,387
it 1,746 6,758 5,236 6,981 10,248 11,993 3,491
ru 1,246 6,699 3,736 4,981 9,189 10,434 2,491
ge 1,253 9,683 6,261 7,513 14,691 15,943 2,505
po 1,233 4,178 3,697 3,697 6,642 6,642 2,465
es 0 9,696 0 0 0 0 0
el 0 6,706 0 0 0 0 0
ka 0 0 0 0 0 0 0
total 10,933 65,576 46,197 57,585 84,438 95,826 21,860

Table 8: Training data size per language. gold is the original task data, to which are added
all possible (back-)translations (+T and +BT) - with or without the surprise languages (sl) as
pivot languages - and the relevant textual spans.

1441



fr

it ru

po

ge

en

en

it ru

po

ge

fr

en

ge
it

en

fr

ru

en
fr

it po

ge

fr

ge

po

0

1

2

3

4

5

en fr ge it po ru

F
lu

e
n
c
y

SL

en

fr

ge

it

po

ru

Avg

Figure 7: Average fluency scores of each TL (transla-
tions) irrespective of (Avg) and according to the source
language (SL).
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Figure 8: Percentage of TL translations judged "human-
produced" irrespective of (Avg) and according to the SL,
respectively.
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Figure 9: Average fluency scores of
each TL (back-translations) irrespec-
tive of (Avg) and according to the
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Figure 11: Average surface vari-
ability scores of each TL (back-
translations) irrespective of (Avg)
and according to the (pivot) (SL).

lang pair 1-gram 2-gram 3-gram 4-gram

en2ru2en 54.83 43.25 35.31 28.76
en2es2en 80.37 72.44 66.30 60.63
en2it2en 73.45 64.84 58.27 52.31
en2fr2en 68.01 59.47 53.03 47.23
en2ge2en 73.13 64.42 57.61 51.39

fr2ge2fr 60.33 50.37 43.26 37.04
fr2es2fr 67.23 59.52 53.63 48.16
fr2po2fr 20.98 16.47 13.57 11.19
fr2en2fr 69.32 61.22 55.04 49.33
fr2el2fr 48.15 40.03 34.26 29.21
fr2ru2fr 46.08 34.82 27.67 21.89

it2ge2it 55.55 45.12 37.96 31.86
it2es2it 71.05 63.80 58.23 52.99
it2en2it 73.52 64.90 58.44 52.52

ru2es2ru 48.52 35.68 27.68 21.39
ru2fr2ru 41.69 28.80 21.25 15.62
ru2en2ru 52.04 39.99 32.03 25.52

po2fr2po 40.33 30.60 24.29 19.23
po2ge2po 48.24 36.70 29.25 23.22

ge2it2ge 56.47 44.25 36.33 29.86
ge2po2ge 53.43 40.49 32.35 25.89
ge2es2ge 61.21 48.51 40.06 33.13
ge2fr2ge 57.65 45.59 37.57 31.04
ge2en2ge 72.92 61.86 53.80 46.75

Table 9: 1,2,3,4-grams BLEU scores for the paraphrases
obtained via back-translation, per language and per lan-
guage direction.

paraphrases obtained via back-translations. On av-
erage, and across target languages and language
pairs, fidelity scores are found between 3 and 4,
which confirms that information gets somewhat lost
in back-translation. Regarding surface variability,
scores do not go over 3.5: paraphrases do not di-
verge too much from their respective original inputs
but are also not complete copy pastes, which is the
desired outcome when paraphrasing. We reported
in the main text findings regarding the transfer and
the preservation of persuasion techniques in trans-
lation and back-translation, respectively (Fig. 2, 3,
4 and 5 in section 3.3). We stated that it depends in
both cases on the language pair direction and the
label in consideration, but that observations were
not always similar for the same language pair and
label depending on translation or back-translation,
making the point that certain persuasion techniques
may be language- and culture-dependent. From
a machine-translation point of view, this finding
need to be accounted for when dealing with persua-
sive text data. However, for the translation setup,
we had also included six control original instances,
i.e., in the original language, therefore not transla-
tions, to assure that potential label "loss" between
all other SL to TL was not an artifact of the human
judgements. It appears that identifying persuasion
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techniques, even when provided with a definition
and examples, is a difficult task, even for humans:
even though these techniques were present in the
gold data, our annotators judged that Loaded Lan-
guage was "lost" in over 70% in ge of the cases and
that Slogans was 100% "lost" in en and half the
time in fr and ge. This raises the limitations of our
small-scale annotation study to evaluate the quality
of our automatically-obtained (back-)translations.
We pave the way for an interesting project regard-
ing the transfer and the preservation of persuasion
techniques through (back-)translation, and a larger-
scale human evaluation study could be conducted
to confirm our findings.

B Appendix B

B.1 Model Architectures and
Hyper-Parameters

Hyper-Parameter Tab. 11 show the hyper-
parameter setup for each model architecture.
#Shots is the number of instances used to train the
SBERT model in a contrastive manner for SetFit.
For each instance, 5 triples (original instance, posi-
tive, negative) were created.

Libraries We use XLM-RoBERTa-base/large imple-
mentations by huggingface (Wolf et al., 2020),
the setfit implementation by Tunstall et al. (2022),
and adapaters provided by Pfeiffer et al. (2020).
scikit-learn (Pedregosa et al., 2011) is lever-
aged for SVM and Random Forest implementations
as well as pre-processing and metrics. We use the
MarianNMT implementation by Junczys-Dowmunt
et al. (2018b) for data augmentation.

B.2 Negative Insights: What did not work
Considering XLM-RoBERTa-base trained on gold data
as a threshold to be passed, we discard the follow-
ing models and architectures.

Models SetFit and adapters trained on gold only
did seriously under-perform our threshold. This
observation was one trigger for using data aug-
mentation techniques. Not surprisingly, classic ap-
proaches to multi-label classification problem such
as SVMs or Random Forest Classifiers (Pedregosa
et al., 2011) did not outperform transformer-based
approaches even in the case where more training
data was added.

Training Data Strategically playing around with
which relevant training data would lead to better
performance was a focus on this work. We showed

in Sec. 5 that training with both gold and the spans
increased performance on certain labels. We also
tried to train a XLM-RoBERTa-base model on spans
only, i.e, discarding the rest of the paragraph’s con-
text. This however seriously harmed performance,
indicating the importance of larger textual context
to detect persuasion techniques.

To account for label imbalance in the gold train-
ing data (Tab. 7), we experiment with injecting
translations and/or back-translations only for the
paragraphs whose labels are under-represented (<
100) for the respective language, e.g., Appeal to
Time in en, Repetition in ge. Performance drops
for most languages, but this is in retrospective not
a surprising finding. Not only are persuasion tech-
niques imbalanced intra-language, but also inter-
language: injecting (back-)translations, and there-
fore transferring persuasion techniques from SL to
TL, wrongly fills the gaps of label imbalance in
the TL, mistakenly introducing labels that do not
fit in that TL. Finally, we also attempt training on
languages grouped by their language families (en-
ge, fr-it, ru-po), with (i) only the gold data and (ii)
injecting translations. The results vary between
languages, but we note improvements on perfor-
mance, indicating a potential promising direction
to take in further experiments.

C Appendix C: Quantitative Analysis

Modeling Setup We train a XLM-RoBERTa-large

model for 5 epochs on six different training sets, in-
cluding the gold dataset. We measure the F1 score
for each of the 23 persuasion strategies on the de-
velopment set for each language. This results in a
data frame of size (n = 6× 23× 6 = 828).

We add a categorical variable as independent
variable (IV) step-by-step, starting with the label.
We compare whether the more complex model im-
proves the fit significantly. We then add two-way
interactions.

Analyses We presented in Sec. 5 the effect of
training data on prediction scores for six persuasion
techniques (Fig. 6). We report this effect on all per-
suasion techniques, from Fig. 12–17. Similarly to
our findings on six techniques, results clearly point
to back-translation (+BT-sl) as the most robust aug-
mentation strategy with consistent improvement of
F1 scores across all labels.
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Figure 13: Effect of training data type (+size, in ascending order
left to right) on predicted F1 scores for persuasion techniques
falling under Call.
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Figure 14: Effect of training data type (+size, in ascending order
left to right) on predicted F1 scores for persuasion techniques
falling under Distraction.
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Figure 15: Effect of training data type (+size, in ascending order
left to right) on predicted F1 scores for persuasion techniques
falling under Justification.

0.0

0.2

0.4

0.6

+gold

+sp
ans

+BT−sl +T

+T+BT

+T+BT−sl

trainingSet

F1

label

Loaded_Language

Repetition

Exaggeration−Minimisation

Predicted values of F1

Figure 16: Effect of training data type (+size, in ascending order
left to right) on predicted F1 scores for persuasion techniques
falling under Manipulative Wording.
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PART 1: You will evaluate the quality of generated paraphrases.

You will be given the original sentence and several paraphrases for that original sentence. For each paraphrase:

1) On a scale from 1 to 5, rate the fluency of that paraphrase.
Irresp. of the original sentence, how readable is the paraphrase?
1 means the sentence is not readable/plausible at all, and 5 is fully fluent.

2) On a scale from 1 to 5, rate the fidelity of that paraphrase.
Compared to the original sentence, how much information is preserved? -
How semantically consistent is the paraphrase?
1 is when the information is fully lost, and 5 is fully semantically consistent.

3) On a scale from 1 to 5, rate the surface variability of that paraphrase.
How much difference does the paraphrase have in the form of expression compared to the original sentences?
1 is a word-per-word paraphrase, and 5 is a fully new constructed sentence.

4) A persuasion technique is assigned to the original sentence:
Does it apply to the paraphrase as well? Yes or No.

We show an example below.
You will encounter only two different persuasion techniques: Loaded_Language and Slogans.
We provide below a short definition and a couple of examples in English for you to get an overall idea of the techniques.

Loaded_Language: Using specific words and phrases with strong emotional implications (either positive or negative) to
influence and convince the audience that an argument is valid/true.
This fallacy is also known as euphemisms, appeal to/argument from emotive language, or loaded language.

Examples:
- “How stupid and petty things have become in Washington”
- “They keep feeding these people with trash. They should stop.”

Slogans: A brief and striking phrase that may include labeling and stereotyping. Slogans tend to act as emotional appeals.

Examples:
- “Our ’unity in diversity’ contrasts with the divisions everywhere else.”
- “Make America great again!”
- “Immigrants welcome, racist not!”, “No border. No control!”

PART 2: You will evaluate the quality of generated paragraphs.

You will be given sentences, for each of them:

1) On a scale from 1 to 5, rate the fluency of that paraphrase:
How readable is the paraphrase?
1 means the sentence is not readable/plausible at all, and 5 is fully fluent.

2) Do you think this sentence was human-produced (vs. automatically generated)? Yes or No.
3) A persuasion technique is assigned to the sentence:
Do you think it fits? Yes or No.
We show an example below.
If needed, we provide the info on the persuasion techniques we consider once again (above in this paper).

Table 10: Annotation guidelines for the human annotation study.
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XLM-R-base XLM-R-large Adapters SetFit

learning rate 1e-5 1e-5 1e-4 -
max epochs 10 5 5 2
num of text pairs - - - 5
#shots - - - 1000
seed 42 42 42 42
batch size 16 16 16 32
loss Binary Cross Entropy Binary Cross Entropy Binary Cross Entropy Cosine Similarity
metric for best model F1 macro F1 macro F1 macro F1 macro

Table 11: Overview of hyper-parameter for each model architecture used for the submission on the final test set.
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