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Abstract
This paper describes our system used in
SemEval-2023 Task-1: Visual Word Sense Dis-
ambiguation (VWSD). The VWSD task is to
identify the correct image that corresponds to
an ambiguous target word given limited tex-
tual context. To reduce word ambiguity and en-
hance image selection, we proposed several text
augmentation techniques, such as prompting,
WordNet synonyms, and text generation. We
experimented with different vision-language
pre-trained models to capture the joint features
of the augmented text and image. Our approach
achieved the best performance using a combi-
nation of GPT-3 text generation and the CLIP
model. On the multilingual test sets, our sys-
tem achieved an average hit rate (at top-1) of
51.11 and a mean reciprocal rank of 65.69.

1 Introduction

Polysemous words are common in human language.
These words are ambiguous and can be interpreted
in variant ways under different contexts. Although
it is easy for humans to distinguish different word
senses, machines need to transform the word senses
into data structure and analyze the differences.
Word sense disambiguation (WSD) is a task for ma-
chines to identify the meaning of words given lim-
ited text contexts (Navigli, 2009; Bevilacqua et al.,
2021). WSD is widely used in different NLP tasks,
including information retrieval, machine transla-
tion, information extraction, content analysis, and
lexicography. With the rapid growth of the multi-
modal datasets, WSD task has expanded from lan-
guage to the visual field, which aims to improve
the tasks such as image description, visual question
answering, object detection, and image retrieval
(Chen et al., 2015; Gella et al., 2016; de Guevara
et al., 2020; Calabrese et al., 2021). For exam-
ple, when we search for an image of “Andromeda
tree” with an ambiguous word “Andromeda”, the
search engine needs to identify the meaning of “An-
dromeda” under the context “tree”, i.e., a species

of plant instead of the Greek goddess or the galaxy.
The SemEval-2023 Task-1 describes this task as the
visual word sense disambiguation task (VWSD):
given an ambiguous target word with limited tex-
tual context, select among a set of candidate images
the one which corresponds to the intended meaning
of the target word (Raganato et al., 2023).

Word embedding has been widely used to rep-
resent words in numerical vectors for machines to
interpret the word sense (Mikolov et al., 2013). A
word is transformed into high-dimensional vector
space where each dimension represents a unique
feature of the word. Word embeddings can capture
the semantic and syntactic relations between words,
e.g., words with similar meanings will be closer in
the space, and antonyms words will be orthogonal
to each other. However, word embeddings have
a limitation that polysemous words with multiple
meanings cannot be captured by a single vector.
Embedding the words with context is important for
a model to identify the specific sense of the word
(Kumar, 2021; Reisinger and Mooney, 2010).

Extending to the vision-language domain, the
vision-language pre-trained (VLP) models aim to
represent the joint features for both text and image.
The textual and visual information is transformed
into a shared feature space where the text and im-
age with similar meanings are close to each other.
Existing VLP models were usually pre-trained on
large-scale corpus of image-text pairs where the
text data is usually a sentence that describes the
image (Radford et al., 2021). To find the best
matching image-text pairs for the VWSD task, we
propose an approach that extends the context of
the target word using different text-augmentation
methods, such as prompting (Gao et al., 2020), the
WordNet synonyms set (Miller, 1995), and text gen-
eration (Brown et al., 2020). For image selection,
we experimented with different VLP models to ex-
tract the features for the augmented text and the
candidate images (Radford et al., 2021; Li et al.,
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Figure 1: The architecture of our text-augmentation-based VWSD approach. Three text augmentation
methods were used for extending the context of the target word, including prompting, WordNet Synonyms
Set, and text generation. The augmented text and the candidate images are then input to the VLP model
to obtain the multi-modal embeddings. The image with the highest similarity to the augmented text is
selected as the result.

2021, 2022c, 2023). The image corresponding to
the target word is selected based on the similarity
between the embeddings of the augmented text and
the images. Our contributions are:

• We introduced three text augmentation ap-
proaches to reduce the ambiguity of polyse-
mous words for VWSD task.

• We experimented with various vision-
language pre-trained (VLP) models for the
VWSD task and focused on their zero-shot
learning abilities. Our approach of combining
GPT-3 text generation and CLIP model
achieved the best performance with a hit rate
of 51.11 and a mean reciprocal rank of 65.69.

2 System Overview

Our proposed approach consists of two parts (Fig-
ure 1): (1) text augmentation and (2) image se-
lection. Here we describe our text augmentation
approaches and the VLP models we used in our
experiments.

2.1 Text Augmentation
Prompting. The VLP models are usually pre-
trained on large-scale corpus of image-text pairs.
For example, the pre-training dataset of the CLIP

model contains about 400 million image-text pairs
obtained from the Internet. The text in these pairs
are usually sentences that describe the images.
Thus, the authors of the CLIP model proposed that
prompting the single word or phrase can improve
the efficiency and enable the zero-shot ability of
the VLP models (Radford et al., 2021). Consider-
ing the clarity of the prompted text and the variable
image categories (e.g., photographs, illustrations,
charts and diagrams, etc.) in our VWSD dataset,
we designed some prompts manually such as “This
is ...”, “This is a picture of ...”, “Example of ...” and
selected the one with the best performance. In our
experiment, we used “This is a picture of ...” as our
prompt.

WordNet Synonyms Set. Polysemous words
need context to determine which sense is used. The
senses of one polysemous word can be very differ-
ent, resulting in long distances of their embeddings
in the feature space. Given that one word only
has one embedding, this embedding usually corre-
sponds to the most popular meaning of the word.
To obtain an embedding close to the specific mean-
ing of the word, more contextual information is
needed to select the embedding.

WordNet is a lexical database for the English
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language, and it groups English words into syn-
onyms sets (synsets) (Miller, 1995). Given a target
word, the synset gives a set of synonyms of the
target word, as well as the corresponding descrip-
tions of the synonyms (e.g., the synset of the word
“book” includes different senses of “book”, and also
includes other synonyms like “script”, “reserve”,
etc.). Our aim is to identify the specific sense with
limited context, i.e., a context word in our VWSD
task.

Our approach first calculates the sentence em-
beddings of all the synonyms’ descriptions and the
target phrase (Figure 1). We experimented with
different pre-trained language models to extract the
embeddings, including:

• Bert: The original Bert model pre-trained on
large corpus of English dataset (Devlin et al.,
2018). We extract the last layer feature as the
embedding of the sentence.

• Transformer-XL: The Transformer-XL
model pre-trained on the WikiText-103 to
handle the long-range dependencies of the
words in the description sentences as well as
the different lengths between sentences and
the context word (Dai et al., 2019).

• MiniLMv2: The MiniLMv2 is a distilled pre-
trained model which has small model size
and fast inference speed (Wang et al., 2020).
Based on the multi-head self-attention relation
distillation, the MiniLMv2 model has good
performance in the downstream language un-
derstanding tasks.

• MP-Net: The MP-Net unifies the masked lan-
guage model and permuted language model to
capture the relations between words and the
information of the whole sentence (Song et al.,
2020).

After we obtained the embeddings, we calcu-
lated the cosine similarities between the target
phrase and the descriptions. The most similar de-
scription to the context word was selected as our
augmented text.
Text Generation. Although the WordNet has the
ability to give an accurate description of the target
word, the performance of the WordNet approach
is limited by the representation ability of the pre-
trained language models. If the description is not
accurately selected, the subsequent image selection
task may not perform well. To mitigate this gap,
our aim was to get the most accurate description of
the given phrases.

We designed a text augmentation approach based
on the large text generation models to ensure the de-
scription was expressing the target phrase (Brown
et al., 2020; Ouyang et al., 2022). We used the
newest version of the GPT-3 model family, i.e., the
text-davinci-003 model, to generate the descrip-
tions. To obtain a short and clear description, we
designed a prompt for the GPT-3 model: “Describe
‘(target phrase)’ in one sentence: ...”, and used the
generated sentence as the augmented text.

2.2 Vision-language Pre-trained Models

Vision language pre-training aims to learn the se-
mantic correspondence between vision and lan-
guage modalities through self-supervised learning
(Li et al., 2022b; Ericsson et al., 2022). The pre-
trained vision language representation achieved
promising results in various VL downstream tasks
with fine-tuning, and had strong performance in
zero-shot learning. With the augmented text we
obtained from our text augmentation approaches,
we formulated the VWSD task as an image-text
retrieval task. We explored the zero-shot learning
capability over several open-source VLP models
on the VWSD task.
CLIP. The CLIP model was pre-trained on a
dataset of 400 million image-text pairs collected
from the Internet (Radford et al., 2021). The model
consists of two encoders: a vision transformer and
a transformer-based language model, to capture the
features of images and texts, respectively. For each
batch that contains n samples, an image-text pair is
considered as a positive sample, and the n-1 sam-
ples that are not pairs are considered as negative
samples. The embeddings of the image-text pairs
become gradually closer through the image-text
contrastive (ITC) learning. CLIP model achieved
high performance in many vision-language tasks,
especially in the image-text retrieval task.
ALBEF. The ALBEF model consists of a vi-
sion transformer encoder, a BERT-based text en-
coder, and an additional multi-modal encoder (Li
et al., 2021). Considering that the CLIP model
did not have the multi-modal fusion layer, and the
400 million internet image-text pairs might con-
tain noisy samples (e.g., the text and image might
not match, or some matching image and text are
not paired), it might not perform well on some
fine-grained vision-language tasks. The ALBEF
model added the image-text matching (ITM) task
and masked language modeling (MLM) task for
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Table 1: The performance of different combinations of augmented texts and different VLP models
(HIT/MRR reported respectively).

Approach CLIP BLIP BLIP-2 ALBEF
Target word 19.56/38.92 18.49/37.52 19.60/39.58 12.80/31.39
Target phrase 30.31/48.51 26.54/44.93 28.98/47.81 13.68/31.12
Prompt + Target phrase 30.90/48.83 28.34/45.95 29.16/47.77 13.00/32.90
WordNet-C 35.44/53.69 29.56/49.09 31.20/50.22 13.96/33.64
WordNet-T 42.55/58.64 38.97/55.51 40.41/56.90 14.95/34.83
Prompt + WordNet-T 41.91/58.31 37.68/54.74 40.69/57.22 14.31/34.46
GPT3 49.81/64.76 47.17/62.81 47.24/62.91 18.96/38.40
Prompt + GPT3 47.18/63.04 44.87/60.81 46.02/61.81 17.60/37.30

Table 2: The performance of different combinations of augmented texts and the variants of CLIP model
(HIT/MRR reported respectively).

Approach CLIP-ViT-B-32 CLIP-ViT-B-16 CLIP-ViT-L-14 CLIP-ViT-L-14-336
Target word 18.17/37.01 18.70/37.67 20.97/39.89 19.56/38.92
Target phrase 28.12/45.38 29.95/47.40 32.12/49.95 30.31/48.51
Prompt + Target phrase 29.53/46.21 30.25/47.34 31.12/49.48 30.90/48.83
WordNet-C 34.39/52.31 33.84/52.73 36.34/54.34 35.44/53.69
WordNet-T 39.23/55.91 41.88/58.18 43.46/59.46 42.55/58.64
Prompt + WordNet-T 41.07/57.05 41.57/57.89 42.40/59.06 41.91/58.31
GPT3 51.06/64.94 51.11/65.69 50.48/65.26 49.81/64.76
Prompt + GPT3 47.30/62.15 47.11/62.50 47.99/63.37 47.18/63.04

the multi-modal encoder. ALBEF introduced a
momentum model to generate pseudo-targets for
ITM and MLM tasks to learn more visual concepts
that were not described in the ground-truth text.
Pre-trained on only 14 million image-text pairs,
the ALBEF model outperformed CLIP model in
zero-shot image-text retrieval task on the Flickr30k
dataset.

BLIP. The BLIP model bootstrapped the dataset
by introducing an image-grounded text encoder
(Filter) and an image-grounded text decoder (Cap-
tioner) (Li et al., 2022c). The Captioner gener-
ated synthetic descriptions for the images in the
image-text pairs and the Filter learned to remove
the unrelated descriptions. The dataset was then
bootstrapped with more related image-text pairs
and can be used to pre-train the image and text en-
coders. The BLIP model unified vision-language
understanding and generation. It also achieved bet-
ter performance in the image-text retrieval task on
the Flickr30k dataset than the CLIP model based
on 129 million image-text pairs.

BLIP-2. The BLIP-2 model introduced a querying
transformer (Q-Former) to bootstrap the dataset
and improve the vision language learning model
(Li et al., 2023). The Q-Former forced the model
to learn the knowledge that the queries asked, and
boosted the representation ability of the image and
text encoders. As a result, BLIP-2 model achieved

the state-of-the-art performance of the image-text
retrieval task.

2.3 Image Selection

To select the corresponding image, we calculated
the cosine similarity between the image embedding
(Ie) and the text embedding (Te):

similarity(I, T ) = Ie ·T⊺
e (1)

The image with the highest similarity was selected
as the corresponding image.

2.4 Evaluation

We used the hit rate at top-1 (HIT, the ratio of
the “golden” image being the top rank) and the
mean reciprocal rank (MRR, the average of the
reciprocal ranks of the golden image) to evaluate
the performance of our approach:

HIT =

∑N
i (rank1 = Golden)

N
(2)

MRR =
1

N

N∑

i=1

1

ranki = Golden
(3)

where N is the sample size, and ranki = Golden
means the rank of the golden image, which is i.
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Table 3: The performance of WordNet-T on dif-
ferent pre-trained language models in selecting the
most similar descriptions (we used the largest CLIP
model, i.e., CLIP-ViT-L-14-336. HIT/MRR re-
ported respectively).

Approach CLIP
Bert 38.98/56.34
Transformer-XL 40.63/57.21
MiniLM 42.55/58.64
MP-Net 42.48/58.84
Multilingual MP-Net 36.68/54.37

3 Experiment and Results

3.1 Dataset

We used the test dataset provided by SemEval-2023
Task-1 for evaluation. Each sample comprises the
target word, the target phrase (i.e., target word with
limited context), and ten candidate images. The test
dataset consists of 8100 images. Three languages
were provided, including English (463 samples),
Farsi (200 samples), and Italian (305 samples).

3.2 Baselines

We experimented with different levels of aug-
mented text and with their combinations, including:

• Target word: The target ambiguous word.
• Target phrase: The target phrase that con-

tains the ambiguous word and limited context.
• Prompt + Target phrase: “This is a picture

of ” + target phrase.
• WordNet-C: Target phrase + the first Word-

Net description of the context word.
• WordNet-T: Target phrase + the WordNet

description of the target word based on cosine
similarity.

• Prompt + WordNet-T: “This is a picture of ”
+ target phrase + WordNet-T.

• GPT-3: The description generated by GPT-3
(text-davinci-003).

• Prompt + GPT-3: “This is a picture of ” +
target phrase + GPT-3.

In our experiment, considering that the WordNet
only contains English words, we experimented with
two approaches to deal with the multilingual data:
1. translating both the ambiguous word and target
phrase into English using the Google Translator
API1, and 2. translating only the ambiguous word
into English, finding the corresponding WordNet

1https://pypi.org/project/googletrans/

descriptions and using multilingual pre-trained lan-
guage model (we used the multilingual MP-Net in
this paper) to calculate the similarities between the
English descriptions and the multilingual phrases.
For the text generation approach, we tested both
multilingual and monolingual texts. For Farsi and
Italian text, we used GPT-3 to generate multilin-
gual descriptions by translating prompts “Describe
(target phrase) in one sentence: ...” in Farsi and
Italian, and monolingual English text by generat-
ing the descriptions using the prompt: “Describe
(target phrase) in one sentence in English: ...”.

We also experimented with the VLP models de-
scribed in Section 2.2. For the CLIP model, we
tested the performances using the different variants,
including ViT-B-16, ViT-B-32, ViT-L-14 and ViT-
L-14-336, where the ViT model sizes are different
in these variants.

3.3 Results

Our results (Table 1) show that augmenting the con-
text of the ambiguous word significantly boosted
performance in the VWSD task across all mod-
els. We found that using the descriptions gener-
ated by GPT-3 in conjunction with image selection
by the CLIP model achieves the best performance.
Although ALBEF, BLIP, and BLIP-2 models per-
formed better on the Flickr30k dataset for image-
text retrieval, our results demonstrate that the CLIP
model excels in the VWSD task. We attribute the
better performance of the CLIP model to its access
to a larger dataset of 400 million image-text pairs,
which is more robust for zero-shot learning on new
images.

Among the CLIP variants, we observed that
larger CLIP models (CLIP-ViT-L models) achieved
superior performance when working with shorter
texts, such as the target words and target phrases.
When working with more comprehensive text de-
scriptions, such as the WordNet descriptions and
those generated by GPT-3, we found all CLIP vari-
ants performed similarly. We think this is due to
the limited size of the test dataset, which did not
require the ability of larger CLIP models in the
image-text retrieval task. We found the CLIP-ViT-
B-16 had the best performance on GPT-3 texts,
achieving a hit rate of 51.11 and a mean reciprocal
rank of 65.69 (see Table 2).

We observed that incorporating prompts to the
text did not result in an improvement in VWSD
performance (Table 1, Table 2). While adding a
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Table 4: The comparison between the multilingual
and monolingual (English) texts using Multilingual-
CLIP and original CLIP (both CLIP models are
ViT-L-14-336).

Approach Monolingual Multilingual
Target word 19.56/38.92 20.14/39.07
Target phrase 30.31/48.51 36.27/53.96
Prompt + Target phrase 30.90/48.83 39.84/56.66
GPT3 49.81/64.76 45.50/61.41
Prompt + GPT3 47.18/63.04 45.37/61.14

prompt is recommended as means of improving the
image-text retrieval performance for existing VLP
models (Radford et al., 2021), it did not essentially
aid in disambiguation. This indicates that the VLP
models are capable of comprehending sentences
even without prompts.

Our results indicate that utilizing WordNet aug-
mented text enhanced VWSD performance (Ta-
ble 1). To calculate the similarity between the tar-
get phrase and the descriptions of target word in
WordNet, we evaluated different pre-trained lan-
guage models. We found the MiniLM and MP-Net
have comparable performance and outperformed
Bert and Transformer-XL model (Table 3). Further-
more, we found that translating Farsi and Italian
target phrases into English and using pre-trained
models to calculate similarities got better results
than the use of multilingual pre-trained models.
This suggests that the pre-trained models are more
effective in identifying similar English phrases and
sentences. Additionally, we found that target word
descriptions selected by pre-trained language mod-
els outperformed context word descriptions (as
shown in Table 1). This implies that providing
more specific descriptions can enhance the VLP
model’s abilities, especially considering that it was
pre-trained on internet image-text pairs.

The GPT-3 model’s text generation approach
exhibited better performance than other approaches
in our study. This is likely because the GPT-3
descriptions provided ample context for the VLP
model to select images, and they were similar to the
text in the pre-training dataset of the VLP models.
Using GPT-3 descriptions was more effective than
WordNet because GPT-3 eliminated the need for
the similarity calculation step, resulting in more
precise descriptions.

In addition, we assessed the performance of both
multilingual and monolingual CLIP models (Ta-
ble 4). We observed that the multilingual model

outperformed the monolingual model when using
word and phrase texts, as well as phrases with
prompts. On the other hand, the monolingual
model performed better when using GPT-3 texts.
This indicates that the GPT-3 model generates more
accurate English descriptions compared to other
languages.

4 Conclusion

We introduced a text-augmentation based approach
for SemEval-2023 Task-1 on visual word sense dis-
ambiguation. We explored different text augmenta-
tion methods such as prompting, the WordNet syn-
onyms set, and text generation. We experimented
with different vision-language pre-trained models
using zero-shot learning. Our system achieved the
best performance with the combination of GPT-3
text generation and the CLIP model.

Although our team only experimented with the
text-augmentation idea, we believe other ideas may
also be effective for VWSD task, such as (1) image-
augmentation: using the state-of-the-art image gen-
erative models to generate images given the target
phrase, and calculate the similarity between the
generated image and candidate images (Ramesh
et al., 2022; Rombach et al., 2022); (2) image cap-
tioning: using pre-trained image captioning model
to generate descriptions of the candidate images,
and calculate the similarity between the descrip-
tions and the target phrase (Li et al., 2022a; Wang
et al., 2022); (3) ensemble model: assemble dif-
ferent VLP models to boost the performance from
different models.
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