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Abstract

While sentiment classification has been consid-
ered a practically solved task for high-resource
languages such as English, the scarcity of data
for many languages still makes it a challeng-
ing task. The AfriSenti-SemEval shared task
aims to classify sentiment on Twitter data for
14 low-resource African languages. In our par-
ticipation, we focus on Nigerian Pidgin as the
target language. We have investigated the ef-
fect of English monolingual and multilingual
pre-trained models on the sentiment classifi-
cation task for Nigerian Pidgin. Our setup in-
cludes zero-shot models (using English, Igbo
and Hausa data) and a Nigerian Pidgin fine-
tuned model. Our results show that English
fine-tuned models perform slightly better than
models fine-tuned on other Nigerian languages,
which could be explained by the lexical and
structural closeness between Nigerian Pidgin
and English. The best results were reported
on the monolingual Nigerian Pidgin data. The
model pre-trained on English and fine-tuned
on Nigerian Pidgin was submitted to Task A
Track 4 of the AfriSenti-SemEval Shared Task
12, and scored 25 out of 32 in the ranking.

1 Introduction

Nigerian Pidgin (pcm) is an English-based Creole
language spoken in Nigeria by ca. 40 million na-
tive speakers and ca. 80 million second-language
speakers (Muhammad et al., 2022). Table 1 shows
an example of a Nigerian Pidgin tweet:

pcm E don tay wey I don dey crush on
this fine woman. . .

en I have had a crush on the
beautiful woman for a while. . .

Table 1: Example of a tweet in Nigerian Pidgin
(Muhammad et al., 2022). We note that there are few
words that an English speaker can easily understand and
distinguish.

Despite having a considerable number of speak-
ers, it is considered a low-resource language. Due
to lexical and structural similarities between En-
glish (en) and Nigerian Pidgin (Muhammad et al.,
2022), one might assume that English could be a
good candidate language to be used in zero-shot
experiments for Nigerian Pidgin sentiment classifi-
cation. Since English is a high-resource language,
this could go some way towards alleviating the
resource scarcity problem for Nigerian Pidgin.

Besides Nigerian Pidgin, two of the most widely
spoken languages in Nigeria are Igbo (ig) and
Hausa (ha). The Igbo language is part of the Benue-
Congo group of the Niger-Congo languages, and
Hausa is one of the Chadic (Afroasiatic) languages.
This means that while the two languages are ge-
ographically close to Nigerian Pidgin, no close
linguistic ties exist between them and Nigerian
Pidgin (Muhammad et al., 2022). However, code-
switching between the two languages and Nigerian
Pidgin, or English, is not uncommon. As an ex-
ample, consider Table 2, which gives examples of
tweets in Igbo and Hausa, both of which are code-
switched with Nigerian Pidgin:

ig akowaro ya ofuma nne kai daalu nwanne
mmadu we go dey alright las las

en they told it well my fellow sister well done
at the end we will be all right

ha Aunt rahma i luv u wallah irin totally dinnan
en Aunty rahma I swear I love you very much

Table 2: Example of tweets in Igbo and Hausa
(Muhammad et al., 2022, p. 592).

In this paper, we investigate how using different
languages for pre-training and fine-tuning affects
the performance of zero-shot sentiment classifica-
tion for Twitter data in Nigerian Pidgin. We also
compare different models to the standard monolin-
gual sentiment classification task. The best mono-
lingual result in this paper was submitted to Task
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A Track 4 of the AfriSenti-SemEval Shared Task
12 (Muhammad et al., 2023b).1

2 Background

In recent years, with advances in the field of deep
learning, the performance of Natural Language
Processing (NLP) applications has been improving
steadily (Hedderich et al., 2020). However, models
that use these architectures require a lot of data to
learn from. For languages deemed low-resource,
this amount of data is often not available. To ad-
dress this issue, several approaches using additional
resources have been proposed in the literature, such
as transfer learning and data augmentation (Hed-
derich et al., 2020).

Sentiment classification is a popular NLP task
which aims to determine the sentiment expressed
in a text (e.g. positive, negative, neutral). There
has been a lot of interest in sentiment classification
tasks for low-resource languages in recent years,
with work done on a diverse range of languages
such as Persian (Ghasemi et al., 2022), Tigrinya
(Fesseha et al., 2021), Hindi (Kumar and Albu-
querque, 2021) and Uzbek (Kuriyozov et al., 2019).

While there has also been some research in this
area for the low-resource language Nigerian Pid-
gin (Oyewusi et al. 2020, Adamu et al. 2021),
the number of studies, especially when it comes
to deep learning approaches, is limited. One ex-
ample of such an approach is Muhammad et al.
(2022), who worked on sentiment classification
for the four languages with the highest number of
speakers in Nigeria: Hausa, Igbo, Nigerian Pidgin
and Yorùbá. They first collected and annotated
a sentiment Twitter corpus. Subsequently, they
carried out a number of experiments on sentiment
classification using several multilingual pre-trained
language models, namely mBERT, a multilingual
version of BERT (Devlin et al., 2019), XLM-R
(Conneau et al., 2020), RemBERT (Chung et al.,
2021), AfriBERTA (Ogueji et al., 2021) and mDe-
BERTaV3 (He et al., 2021). They experimented
with zero-shot fine-tuning on an English Twitter
dataset (English SemEval 2017 Task 4, Rosenthal
et al. 2017), and monolingual as well as multilin-
gual supervised fine-tuning using only the Nigerian
languages specified above. For the zero-shot exper-
iment, the highest F1-score for Nigerian Pidgin was
achieved by the mDeBERTaV3 model (He et al.,

1The code for this project can be found at
github.com/akniele/sentiment_classification_Nigerian_Pidgin.

2021), the only model used in Muhammad et al.’s
(2022) study not pre-trained on any Nigerian lan-
guages. Herein, we investigate whether exclusively
using English for both pre-training and fine-tuning
has some advantages over using multiple languages,
including other African ones.

3 Data

3.1 Datasets
The data used in this paper is taken from two dif-
ferent shared tasks: Firstly, the data for Nigerian
Pidgin, Igbo and Hausa is provided by Muhammad
et al. (2023a). Each tweet in the dataset is labeled
as either “positive”, “negative”, or “neutral”. For
Igbo and Hausa, we concatenate their respective
train and dev sets, to be able to use them together
for fine-tuning.

Secondly, the labeled data for sentiment classifi-
cation for English is taken from the development
set provided for SemEval-2017 Task 4 (Rosenthal
et al., 2017), and split into train and dev (80:20).
Just like the datasets for the Nigerian languages,
this is also a Twitter dataset, with each tweet la-
beled as “positive”, “negative”, or “neutral”. Table
3 gives an overview of the number of tweets for
each language setup. We can see that the Igbo-
Hausa dataset is the largest, followed by the En-
glish dataset. The Nigerian Pidgin dataset is quite
small in comparison to the other two:

train dev test
pcm 5121 1281 4154
en 22753 5689 -
ig+ha 24364 4518 -

Table 3: Number of tweets

3.1.1 Possible issues with the datasets
Muhammad et al. (2023a), who collected the
datasets for the AfriSenti shared task, note that
the distribution of classes in some of their datasets
is quite imbalanced. Figure 1 shows the distribu-
tion for the datasets (train and dev) used in this
work. In the Nigerian Pidgin dataset, there are
2,255 positive, 4,054 negatives, and only 93 neu-
tral tweets. This majorly influences how well a
model fine-tuned on this data will predict neutral
tweets, seeing as in imbalanced datasets, learning
the minority classes can be challenging (Shi et al.,
2022). Furthermore, in the English dataset, as well
as in the Igbo-Hausa dataset, “neutral” is the most

1492

https://github.com/akniele/sentiment_classification_Nigerian_Pidgin


Figure 1: Class distribution for the different languages

common label. When fine-tuning the model on the
English or Igbo-Hausa dataset, and then testing it
on Nigerian Pidgin, the model might overpredict
the category “neutral”, which could equally have
a detrimental effect on its performance. Some op-
tions for alleviating this would be undersampling
the bigger classes (and thereby creating a more bal-
anced dataset), or using data augmentation (Feng
et al., 2021). However, these options are not ex-
plored further in this paper.

3.2 Preprocessing

In part following Muhammad et al. (2022), dupli-
cates, URLs, mentions, as well as trailing and other
redundant white spaces are deleted. Punctuation
is also removed and the data is lowercased. Fur-
thermore, as there appeared to be a considerable
number of emojis in the data, these are removed
using the emoji library available for Python2. After
this step, there remained some Unicode symbols,
such as musical notes and hearts, as well as a small
number of Chinese characters. All those were man-
ually collected into a list and subsequently auto-
matically deleted from the data. Finally, there was
some Arabic writing in the data, which was omitted
using the PyArabic library (Zerrouki, 2010).

4 Experimental setup

4.1 Models

In this paper, two BERT (Devlin et al., 2019) mod-
els are used: Firstly, the monolingual bert-base-
uncased model (Devlin et al., 2019), which has
exclusively been pre-trained on English data, and
secondly, the multilingual bert-base-multilingual-
uncased model (Devlin et al., 2019), which has

2https://pypi.org/paper/emoji/

been pre-trained on 102 languages, excluding Nige-
rian Pidgin, Igbo and Hausa. These models have
been chosen as they have a similar architecture,
and this could facilitate comparing the results of
the different setups. Both the models used in this
paper are available through the Huggingface Trans-
formers library 3 4, an open-source library for trans-
former models (Wolf et al., 2020).

4.2 Implementation
The experimental setup used by Muhammad et al.
(2022) was partially replicated. They used the
mBERT-base-cased model and fine-tuned it on En-
glish data for sentiment classification, before test-
ing it on Nigerian Pidgin data for the same task.
However, since parts of the data obtained from the
shared task were lowercased from the outset, using
the cased versions of the BERT models, as was
done by Muhammad et al. (2022), would not have
been a good choice for this paper, seeing as the
case information was already lost for part of the
data. Instead, in this paper, the rest of the data are
also lowercased, and the uncased versions of the
BERT model are used.

Table 4 shows an overview of the different setups.
The first column contains a shorthand name for
each setup. The second column shows which pre-
trained model was used, the third column the fine-
tuning language, and the fourth column the test
language, which was Nigerian Pidgin in all cases.
Note that the two setups for which the model is
fine-tuned and tested on Nigerian Pidgin are not
zero-shot. They do, however, provide a baseline
to which the zero-shot setups can be compared, as
well as allow us to compare the effect of using a
monolingual or a multilingual pre-trained model.

shorthand pre-train train & val test
mono-en BERT en pcm
mono-pcm BERT pcm pcm
mono-igha BERT ig & ha pcm
multi-en mBERT en pcm
multi-pcm mBERT pcm pcm
multi-igha mBERT ig& ha pcm

Table 4: Experimental setups for this paper

Furthermore, the hyperparameters used for the
model submitted to the shared task are the same
ones as those used by Muhammad et al. (2022,

3https://huggingface.co/bert-base-uncased
4https://huggingface.co/bert-base-multilingual-uncased
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p. 602), namely a batch size of 32, a maximum
sequence length of 128, 20 epochs, and a learning
rate of 5e-5. All other models are trained with the
same hyperparameters, but only for 4 epochs to
reduce overfitting. We also fixed the dropout at 0.5.

Finally, to evaluate the results, the weighted F1-
score is used as the main evaluation metric, imple-
mented using the Python machine learning library
sklearn5.

5 Results

In the interest of reproducibility, the results re-
ported in this section and Section 6 are averages
obtained over four runs, with the PyTorch random
seed set to 2,3,4 and 5, respectively. The test accu-
racy of the model submitted to the shared task is
68.8%.

Table 5 shows the test accuracy for the different
setups:

mono multi
pcm 68.9 66.8
en 32.5 35.1
ig+ha 32.3 31.6

Table 5: Test accuracy (%)

It is not so surprising that fine-tuning on Nigerian
Pidgin, and subsequently testing on the same lan-
guage, gave the highest test accuracy, with 68.9%
for the mono-pcm setup, and 66.8% for multi-pcm.
When looking at the zero-shot scenarios, it can be
seen that fine-tuning on English gives a slightly
higher test accuracy, with 32.5% and 35.1% for
mono-en and multi-en, respectively. Fine-tuning
on Igbo and Hausa yielded a lower test accuracy,
with 32.3% for mono-igha, and 31.6% for multi-
igha.

The English scenario yielding slightly better re-
sults than the Igbo-Hausa scenario could be ex-
plained with respect to the close linguistic proxim-
ity between English and Nigerian Pidgin, which
could have had a larger positive impact than the
close geographical proximity between Igbo, Hausa,
and Nigerian Pidgin. However, it is worth noting
that there was a high variability in the scores these
averages are based on, meaning that this effect
might be due to the specific random seeds chosen.

Furthermore, when it comes to the choice of
pre-trained model, it can be noted that when fine-
tuning on Nigerian Pidgin or Igbo and Hausa, using

5https://scikit-learn.org/stable/

BERT-base-uncased seems slightly preferable to
using mBERT-base-uncased, while for fine-tuning
on English, the test accuracies suggest a slight ad-
vantage in using mBERT-base-uncased. In general,
due to the high variability of the individual scores,
any conclusions should be tentative.

Table 6 shows the F1-scores for the different
setups. As with the test accuracies, the F1-scores
also suggest that when fine-tuning on Nigerian Pid-
gin or Igbo and Hausa, using BERT-base-uncased
for this task is preferable to using the multilingual
variant, while for fine-tuning on English mBERT-
base-uncased seems more suitable. Furthermore,
fine-tuning on Nigerian Pidgin again yielded the
best results, with 65.0% (64.7% in the shared task)
and 62.5% F1-score, respectively. In the English
zero-shot scenario, the models achieved an F1-
score of 36.9% and 39.6%, respectively. For Igbo
and Hausa, the scores are 36.3% and 33.3%. As
for the test accuracies, one could also conclude
here that the lexical similarity between English and
Nigerian Pidgin might explain why this scenario
received slightly better results than Igbo and Hausa,
or it could be due to the arbitrarily chosen random
seeds.

mono multi
pcm 65.0 62.5
en 36.9 39.6
ig+ha 36.3 33.3

Table 6: F1-scores (%)

6 Analysis

As the classes in the datasets are quite imbalanced,
we might ask ourselves how well the models predict
the individual classes. Due to space considerations,
only the recall (i.e. the percentage of tweets of each
class that was correctly classified), is considered
in this section. Table 7 shows recall when testing
the models fine-tuned on Nigerian Pidgin. As we
can see, both the mono-pcm and multi-pcm setups
recall more than 80% of the negative tweets. This is
not surprising, seeing as the negative tweets are by
far the biggest class in the dataset. Positive tweets
also receive a fairly high percentage score, with
65.5% for mono-pcm and 57.0% for multi-pcm. On
the other hand, almost none of the neutral tweets
were correctly identified by the models. This might
be because only about 1.5% of the train/dev data
for Nigerian Pidgin is neutral tweets, whereas the
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test data contains about 10% neutral tweets.

mono multi
negative 83.6 85.0
neutral 0.17 0.0
positive 65.5 57.0

Table 7: Recall when fine-tuning on pcm (%)

Table 8 shows the recall when fine-tuning on
English. In this scenario, only 23.2% and 29.2%
of the negative tweets were recalled by the models.
This is considerably lower than when fine-tuning
on Nigerian Pidgin and could be due to the negative
class being by far the smallest one in the English
dataset. When it comes to positive tweets, both
models recalled 30.8% of them. This is consid-
erably lower than when fine-tuning on Nigerian
Pidgin. Finally, the models recalled 88.6% and
80.6% of the neutral tweets, respectively. This
is not surprising, seeing as neutral tweets are the
biggest class in the English train and development
set, comprising about 45.9% of the tweets. This
shows that adding the English data helped to add
an equilibrium when it comes to the neutral tweets
in contrast to the Nigerian Pidgin data.

Table 9 shows the recall when fine-tuning on
Igbo and Hausa. When it comes to negative tweets,
we can see that mono-igha performed better than
its monolingual counterpart which was fine-tuned
on English (27.1% and 23.2%, respectively). Con-
versely, multi-igha achieved a much lower recall
than the multilingual model fine-tuned on English
(20.7% and 29.2%, respectively). As mentioned
above, the high variability of the individual scores
makes it difficult to draw conclusions about why
this might be.

The recall of positive tweets was quite a bit lower
for mono-igha than for mono-en, with 24.4% re-
call compared to 30.8%. Using the mBERT-base-
uncased, however, the Igbo and Hausa fine-tune
model outperformed the one fine-tuned on English
with 34.3% recall (compared to 30.8%). For the
neutral tweets, both the monolingual and the multi-
lingual models recalled between 81% and 86% of

mono multi
negative 23.2 29.2
neutral 88.6 80.6
positive 30.8 30.8

Table 8: Recall when fine-tuning on en (%)

the tweets. One reason why they performed so well
on the neutral tweets could be that just like with
the English dataset, “neutral” is the largest class in
the Igbo-Hausa dataset, and therefore the models
might be over-predicting this class.

mono multi
negative 27.1 20.7
neutral 85.8 81.6
positive 24.4 34.3

Table 9: Recall when fine-tuning on ig and ha (%)

7 Conclusion

This paper has investigated different zero-shot
scenarios for sentiment classification in the low-
resource language Nigerian Pidgin. It has been
shown that no clear conclusions can be drawn re-
garding whether it is preferable to use a mono-
lingual or a multilingual pre-trained model in the
setups investigated in this paper. Furthermore,
while using Nigerian Pidgin data for fine-tuning
yields far better results than using other languages,
a zero-shot approach using English data yields only
slightly better results than using data in Igbo and
Hausa. This difference could either be due to lin-
guistic proximity between English and Nigerian
Pidgin or might have come about by chance due to
the large variability in scores every time the mod-
els are run. Whichever the case, it highlights the
importance of having access to monolingual data
as opposed to solely relying on data from related
languages. The results also emphasize the impor-
tance of having balanced training data, at least in
a low-resource setting. In how far the results pre-
sented in this report were influenced by the classes
in the dataset being imbalanced could be explored
further by experimenting more with balancing out
the classes, either by downsampling or by adding
more data, already existing or synthetically created.
Another further research direction could investi-
gate the effect of using both Nigerian Pidgin and
English data for fine-tuning.
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