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Abstract

This paper describes our submission to the
SemEval-2023 multilingual tweet intimacy
analysis shared task. The goal of the task was to
assess the level of intimacy of Twitter posts in
ten languages. The proposed approach consists
of several steps. First, we perform in-domain
pre-training to create a language model adapted
to Twitter data. In the next step, we train an
ensemble of regression models to expand the
training set with pseudo-labeled examples. The
extended dataset is used to train the final solu-
tion. Our method was ranked first in five out
of ten language subtasks, obtaining the highest
average score across all languages.

1 Introduction

Intimacy can be expressed in language in a variety
of ways. The degree of intimacy in an utterance
is indicated by both thematic and stylistic features,
often subtle and difficult to quantify automatically.
One of the most apparent aspects of intimacy is self-
disclosure. Sharing personal details about oneself
or one’s life can create a sense of intimacy. This
information can relate to both factual as well as
emotional spheres, addressing matters such as feel-
ings, goals, dreams, or fears. Other features which
may indicate intimacy involve the use of certain
types of terms or phrases, especially those creating
a sense of closeness and connection between the
author and the reader.

Automatic identification and quantification of
intimacy in natural language is a challenging prob-
lem, with a difficulty similar to automatic emotion
recognition. Both tasks involve measuring inher-
ently subjective and ambiguous aspects. Intimacy
can be influenced by a variety of factors such as the
context, culture, and personal experiences of the
individual. Intimacy analysis in multilingual text
presents additional challenges due to differences
in language structure, cultural norms, and expres-
sion of emotions across different languages. So far,

this topic has not received much attention. Pei and
Jurgens (2020) conducted an intimacy analysis of
questions from social media, books, and movies. In
the study, they created a question dataset and exam-
ined the performance of automatic intimacy predic-
tion using methods such as logistic regression and
transformer-based language models (Devlin et al.,
2019; Liu et al., 2019).

The multilingual intimacy analysis task was a
part of SemEval-2023. The goal of the task was
to measure the intimacy of Twitter posts in ten lan-
guages (Pei et al., 2023). The organizers provided a
training set of 9,491 tweets and a test set of 13,797
tweets, in which each sample was annotated with
an intimacy score ranging from 1 to 5. The training
data included texts in only six of the ten languages,
while the evaluation was performed on all ten. The
task thus tested the performance of the submitted
solutions for both standard fine-tuning and zero-
shot prediction. The metric selected to evaluate the
solutions was the Pearson correlation coefficient.
The systems were ranked according to the corre-
lation value for the entire test set, as well as for
subsets in each language.

This paper presents our solution to the multilin-
gual tweet intimacy analysis shared task. The pro-
posed approach is a combination of domain adap-
tation and semi-supervised learning. We first train
a transformer language model on a large corpus of
multilingual tweets and then create an ensemble of
regression models to expand the training set with
pseudo-labeled examples. Our method achieved
the best score in five out of ten language subtasks,
the highest number among all participants. Ac-
cording to the Pearson correlation calculated for
the entire dataset, the proposed method was ranked
third.

2 System description

Our solution for the multilingual tweet intimacy
analysis task can be summarized in the following
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Figure 1: Our solution to the multilingual tweet intimacy analysis task. First, we further pre-train an existing
language model on a large corpus of tweets. Next, we train an ensemble, which is used to label additional data. The
expanded dataset is utilized to create a new set of models, which are the final solution to the task.

three steps:

1. We adapt a transformer language model to the
problem domain by fine-tuning it on a large corpus
of tweets in multiple languages. The model trained
by us has been made publicly available.1

2. We employ the fine-tuned language model to
train an ensemble of regressors. These models are
then used to label new data, which we append to
the original training set.

3. We train a new ensemble on the expanded train-
ing set, which is used to generate the final predic-
tions.

Figure 1 shows our approach on a diagram. In
the following sections, we explain the steps of this
process in detail.

2.1 Domain adaptation
The importance of adapting language models to
domains and tasks has been highlighted in the sci-
entific literature in recent years (Howard and Ruder,
2018; Gururangan et al., 2020; Ramponi and Plank,
2020). By further pre-training the language model
on data from the target domain, the model can
better capture the language patterns and nuances
specific to that domain, resulting in improved accu-
racy and performance. Additionally, by leveraging
knowledge and patterns learned from the source
domain, the language model can be trained more
effectively on a supervised task, needing fewer data
samples. In the case of Twitter data, this is particu-
larly relevant, as the community on this platform
uses a specific language, which differs from the
typical texts on which publicly available language

1https://huggingface.co/sdadas/
xlm-roberta-large-twitter

models have been trained. It is characterized by
the use of non-standard abbreviations, acronyms,
and truncated words, making the language more
informal and less structured. It is also common
practice to replace words or phrases with hashtags.
Additionally, due to the limited character count and
informal nature of Twitter, users may not always
adhere to traditional spelling and grammar rules.
Common deviations include the omission of arti-
cles and prepositions, the use of contractions and
slang, and the omission of punctuation.

Language In-domain
pre-training data

Pseudo-labeled
training data

English (EN) 79.4m 50.9% 37.2t 12.7%
Spanish (ES) 22.4m 14.4% 49.7t 17.0%
Portuguese (PT) 16.3m 10.5% 42.9t 14.7%
Italian (IT) 2.5m 1.6% 37.6t 12.9%
French (FR) 6.6m 4.2% 34.6t 11.8%
Chinese (ZH) 4.0m 2.5% 25.4t 8.7%
Hindi (HI) 2.7m 1.7% 23.9t 8.2%
Dutch (NL) 1.1m 0.7% 17.5t 6.0%
Korean (KO) 8.3m 5.3% 12.6t 4.3%
Arabic (AR) 12.9m 8.2% 11.2t 3.8%
Total 156.2m 100% 292.5t 100%

Table 1: Distribution of tweets by language in the pre-
training and expanded training dataset. The number of
tweets (in millions or thousands) and the percentage of
each language in the datasets are shown.

The basis of our solution is the XLM RoBERTa
large model (Conneau et al., 2020). It is a
transformer-based language model, trained on a
dataset of 100 languages. In order to adapt this
model to the Twitter domain, we further optimized
it utilizing masked language modeling (MLM) on
a dataset of over 156 million tweets. The dataset
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was derived from archive.org Twitter stream col-
lection2, from which we extracted data spanning
four months, from May to August 2021. Next, we
discarded all posts shorter than 20 characters and
written in languages other than those covered by
the shared task. We also applied the same prepro-
cessing procedure as the authors of XLM-T (Bar-
bieri et al., 2022), replacing all usernames with
the string @user and all URLs with http3. Table 1
shows the number and percentage of records from
each language included in the pre-training dataset.

The model was trained for two epochs. We used
a learning rate scheduler with warmup and polyno-
mial decay. The peak learning rate was set to 2e-5
and the warmup phase lasted for 6% iterations of
the first epoch. We trained the model with a batch
size of 1024 on eight Nvidia V100 graphic cards
for two weeks.

2.2 Dataset expansion
The second stage of our solution was to expand
the training set by automatically labeling addi-
tional data. For this, we employed a method
known as pseudo-labeling (Lee, 2013). It is a semi-
supervised learning technique in which a model is
first trained on a small set of labeled data, and then
used to predict the labels of the remaining unla-
beled data. These predicted labels are then added
to the training set as if they were actual labels, cre-
ating a larger dataset that can be used to retrain the
model.

In our approach, an ensemble of five regression
models was used to predict the scores for unlabeled
examples. The procedure we used involved divid-
ing the original training set into five equal parts.
This created five possible data splits, with each split
consisting of 80% training data and 20% intended
for validation. For each such split, we trained five
regression models with different random seeds and
then selected the model achieving the highest Pear-
son correlation value on the validation part. The
process thus consisted of training a total of 25 mod-
els (5 splits, 5 models per split), from which the
best five were selected, one for each split. From
these models, an ensemble was created. The indi-
vidual models were fine-tuned with MSE loss and
a batch size of 32 for three epochs. A learning rate
scheduler with warmup and polynomial decay was
used with a peak learning rate of 1e-5.

2https://archive.org/details/twitterstream
3https://huggingface.co/cardiffnlp/

twitter-xlm-roberta-base

The trained ensemble was used for pseudo-
labeling. For each sample from a corpus of 156
million tweets, we calculated the intimacy score as
the mean value of the predictions returned by the
models. In addition, we also calculated the stan-
dard deviation of each score. Our intention was to
include only the samples in the expanded dataset,
which were predicted with high confidence. Ac-
cordingly, we set the threshold at 0.05 and only
tweets with a standard deviation below this value
were selected. In order to create a more balanced
dataset, we also imposed additional limits on the
number of records with similar characteristics. The
number of examples from the same language and
having the same range of intimacy scores (e.g. from
2.0 to 3.0) could not exceed 10 thousand. Using
the described procedure, we were able to extract
the dataset of over 292 thousand pseudo-labeled
examples, the distribution of which is shown in
Table 1.

2.3 Generating predictions

In the last step, we add pseudo-labeled examples
to the training dataset and create a new ensemble
of regressors, which was used to generate the final
results. The procedure for training the models is
similar to the one previously described. Once again,
we split the original dataset into five parts, one part
of which we use for model validation. In this case,
however, for training in addition to the other four
parts of the original data, we also used the entire
pseudo-labeled dataset. As before, we trained 25
models and selected the best one from each split
to form the final ensemble. Predictions for the test
dataset were calculated as the mean value of the
outputs from the individual models.

3 Experiments and results

This section contains a discussion of the official
results of the multilingual tweet intimacy analysis
task. We also conducted post-evaluation experi-
ments using the gold labels provided by the orga-
nizers to analyze the results obtained by models
different from the submitted solution.

3.1 Official results

The evaluation covered ten languages, six of which
were present in the training data, whereas four ap-
peared only in the test dataset. The set of seen
languages included English, Spanish, Italian, Por-
tuguese, French, and Chinese. The set of unseen
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System ALL AVG EN ES PT IT FR ZH HI NL KO AR
Ohio State University 0.616 0.635 0.758 0.770 0.689 0.739 0.726 0.756 0.226 0.623 0.414 0.643
University of Zurich 0.614 0.616 0.722 0.740 0.689 0.723 0.710 0.718 0.224 0.619 0.380 0.636
Our system 0.613 0.638 0.749 0.775 0.702 0.743 0.695 0.763 0.238 0.679 0.370 0.663
University of Tyumen 0.599 0.621 0.717 0.740 0.684 0.734 0.708 0.721 0.242 0.639 0.361 0.662
NetEase Inc 0.599 0.619 0.728 0.746 0.699 0.735 0.701 0.734 0.223 0.640 0.333 0.652

Table 2: The performance of five top-rated teams in the multilingual tweet intimacy analysis task according to the
official results. We show the Pearson correlation value for the entire dataset (ALL), for individual language subtasks,
and the average correlation value across all languages (AVG). Blue color indicates the best score in a given category
among all participants, red color indicates the second-best score.

languages, intended to test the performance of solu-
tions in a zero-shot setting, included Hindi, Arabic,
Dutch, and Korean. 45 teams participated in the
shared task. Our solution was ranked third in the
main classification. Our method scored high on
all but two languages. The weaker points of our
solution were French and Korean, on which we
were ranked 13th and 12th, respectively. We won
in five language-specific subtasks and placed sec-
ond in one. We also obtained the highest average
correlation value on all languages among the sub-
mitted solutions. The results of the top five ranked
solutions according to the correlation value for the
entire test set are shown in Table 2.

Based on the results, we can observe a problem
associated with the Pearson correlation coefficient,
which was chosen as an evaluation metric. In the
general case, the value of this coefficient for dis-
joint subgroups of the population may not necessar-
ily be related to the value for the entire population.
In the case of the discussed task, the results for
individual languages are not fully aligned with the
results on the entire test set. This can be examined
by comparing the coefficient value for the whole
dataset and the average value of the coefficient
for all languages. In the case of the latter value,
among the top participants, only our solution and
the winning solution achieved high performance
across languages. Although there were other partic-
ipants who obtained an average value above 0.63,
they were ranked lower, even outside of the top ten
teams. For example, the 12th-placed team achieved
the best score in two languages and was in the top
three in six. The overall Pearson coefficient for this
solution was only 0.587, while the average of the
coefficients was 0.636.

3.2 Post-evaluation results

In post-evaluation experiments, we fine-tuned pub-
licly available multilingual language models on

the tweet intimacy analysis task, comparing their
results with the results obtained by the submitted
solution. In the experiment, we included the origi-
nal XLM RoBERTa (Conneau et al., 2020) models
in base and large sizes, as well as our version of
the large model tuned on a corpus of 156 million
tweets. We also utilized XLM-T models, published
by Barbieri et al. (2022) as a part of their study
on Twitter sentiment analysis. The authors trained
XLM RoBERTa base model on a dataset of 198 mil-
lion tweets, and then further tuned it on sentiment
analysis datasets in eight languages. We evaluate
both the pre-trained and fine-tuned versions of this
model.

Model Avg StdDev Max Min
Training on the original dataset
XLM-T (pre-trained) 0.565 ±0.016 0.588 0.545
XLM-T (sentiment) 0.558 ±0.022 0.594 0.530
XLM-R (base) 0.537 ±0.008 0.545 0.522
XLM-R (large) 0.580 ±0.016 0.599 0.561
XLM-R (ours) 0.602 ±0.026 0.636 0.564
Training on the expanded dataset
XLM-T (pre-trained) 0.603 ±0.001 0.604 0.602
XLM-T (sentiment) 0.598 ±0.003 0.603 0.594
XLM-R (base) 0.590 ±0.003 0.595 0.588
XLM-R (large) 0.595 ±0.002 0.600 0.590
XLM-R (ours) 0.611 ±0.002 0.614 0.608
Submitted solution
Individual models 0.612 ±0.003 0.616 0.608
Ensemble 0.613 - - -

Table 3: Performance comparison of the submitted so-
lution and fine-tuned language models in two ways: on
the original training data and using the extended dataset.
The results shown refer to the Pearson correlation values
for the entire dataset.

The comparison is shown in Table 3. We demon-
strate the performance of models trained only on
the original training data, and those trained on the
extended dataset. For each row in the table, a given
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model was trained five times with different random
seeds. The table shows the average value of the
achieved results, as well as the standard deviation,
maximum and minimum values. We can see that
extending the dataset with pseudo-labeled exam-
ples yielded better average results in each case, and
also significantly reduced the standard deviation
of the results. Training the models on the original
dataset appears to be unstable, giving varying re-
sults for different runs. Interestingly, one of the
fine-tuned models achieved an overall Pearson cor-
relation of 0.636, higher than any solution in the
evaluation phase. The same model scored low on
individual languages, performing worse in 8 out of
10 languages compared to the solution we submit-
ted, which once again indicates a disparity between
overall and individual scores.

The variant of XLM RoBERTa adapted by us to
the Twitter domain obtained the best average corre-
lation values for both the original and extended
datasets. This shows the effectiveness of pre-
training on in-domain data, as the results achieved
by our model are significantly better than those
of the original XLM-R models. A second choice
could be XLM RoBERTa large or pre-trained XLM-
T, which also achieved solid results. On the other
hand, the use of the ensemble in the final submis-
sion does not seem to yield a clear improvement
over the individual models. The average score ob-
tained by the standalone models is only 0.001 lower
than the ensemble solution.

4 Conclusion

In this paper, we described our solution for the mul-
tilingual tweet intimacy analysis shared task. Our
system placed first in five out of the ten languages.
The paper demonstrated a method for combining
domain adaptation with semi-supervised learning.
As part of our research, we trained and published
a multilingual language model using a corpus of
156 million tweets. Building on this model, we
fine-tuned an ensemble of regressors to extend the
training dataset with pseudo-labeled examples. We
also performed additional experiments, comparing
the model to other publicly available multilingual
models, in which our method proved to be more
effective in predicting intimacy scores.
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