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Abstract

This paper presents a system designed for the
SemEval 2023 Task 9: Multilingual Tweet In-
timacy Analysis. This system is composed
of a pretrained multilingual masked language
model as a text encoder and a neural network
as a regression model. To enhance model per-
formance in low-resource scenarios, the system
employs data augmentation techniques lever-
aging neural machine translation models. Fur-
thermore, I demonstrate the system can be fur-
ther improved through the ensemble of top-
performing models in each language. This
system ranks 4th in languages unseen in the
training data and 16th in languages seen in the
training data. The code and data are accessible
vias the following link: https://github.
com/Cloudy0219/Multilingual.

1 Introduction

Intimacy is a fundamental aspect of interpersonal
relationships within various social settings. Lan-
guages inherently encode rich social information
pertaining to intimacy, offering opportunities to ex-
plore and analyze intimacy through computational
linguistics perspectives. Assessing intimacy in a
language not only provides insights into the com-
plexities of human communication but also serves
as a test for computational models’ ability to com-
prehend human social interactions and the under-
lying social norms related to intimacy. Assessing
intimacy in a language not only provides insights
into the complexities of human communication but
also serves as a test for computational models’ abil-
ity to comprehend human social interactions and
the underlying social norms related to intimacy.

Social media platforms, such as Twitter, present
a treasure trove of diverse interactions with varying
degrees of intimacy, making them an ideal source
for investigating linguistic intimacy patterns. Pei
and Jurgens (2020) introduced a benchmark to ex-
amine intimacy interactions on Twitter, comprising
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Figure 1: This figure illustrates the architecture of the
system. The left part demonstrates the workflow to data
augmentation based on the translation model. The right
side demonstrates the workflow for intimacy analysis
based on the text encoder and regression model.

English tweets with human-labeled intimacy scores.
Pei et al. (2022) further expanded this benchmark to
a multilingual setting, covering ten languages, fur-
ther increasing the scope and relevance of intimacy
analysis across diverse linguistic communities.

Despite its significance, intimacy analysis re-
mains a challenging task due to the limited data
available and the inherent difficulties for models
to interpret and understand human intimacy. This
challenge is further intensified in multilingual con-
texts, as the expression of intimacy varies across
languages and cultures. In response, I propose a
novel regression model that leverages recent ad-
vancements in language modeling and neural net-
works to capture the semantics of intimacy in mul-
tiple languages effectively. To address the issues
of limited resources and language differences, I
also incorporate data augmentation and model en-
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sembling techniques to enhance my model’s perfor-
mance. By bridging the gap between computational
linguistics and the multifaceted nature of intimacy,
my approach aims to contribute significantly to un-
derstanding human social dynamics across diverse
linguistic contexts.

2 System Overview

In this section, I present a comprehensive architec-
ture of my system and elaborate on the implemen-
tation details of each component. My system com-
prises several primary modules: (1) Multilingual
Data Augmentation Module; (2) Text Encoder; (3)
Regression Model. The system’s overall structure
is illustrated in Figure 1.

The text encoder transforms tokenized input
sentences into high-dimensional representations,
embedding the semantic information necessary to
determine intimacy scores. As described in Sec-
tion 2.2, the regression model will predict intimacy
scores based on the information contained within
these representations.

2.1 Text Encoder

There exist multiple kinds of text encoders, like
Word2Vec (Mikolov et al., 2013), GloVe (Pen-
nington et al., 2014), ELMO (Peters et al., 2018),
BERT (Devlin et al., 2019), and more. Starting
with BERT (Devlin et al., 2019), large pre-trained
language models that utilize vast amounts of data
have exhibited robust performance across diverse
tasks. Models trained using a Masked Language
Model (MLM) loss objective (Devlin et al., 2019)
have proven to be highly effective encoders, as
seen with RoBERTa (Liu et al., 2019), and AL-
BERT (Lan et al., 2019). Currently, pre-trained
language models trained on extensive data have
emerged as one of the top choices for text under-
standing.

In my approach, I leverage the TwHIN-
BERT (Barbieri et al., 2020) model as the en-
coder. This multilingual tweet language model
is trained on 7 billion tweets from over 100 dis-
tinct languages. Similar to BERT (Devlin et al.,
2019), the training objective of this model includes
an MLM loss. Moreover, the model introduces
an additional loss term in the training objective to
better comprehend and integrate the rich social en-
gagements present within a Twitter Heterogeneous
Information Network (El-Kishky et al., 2022).

2.2 Regression Model

The regression model ingests the high-dimensional
representation generated by the text encoder de-
scribed in Section 2.1 and predicts an intimacy
score based on the information encoded in the rep-
resentation vector.

This module leverages two layers of the fully-
connected neural network to project the representa-
tion to a single intimacy score. Given the limited
training data, it is crucial to prevent overfitting in
the model. To this end, I incorporate a Dropout (Sri-
vastava et al., 2014) layer and a non-linear activa-
tion layer ReLU (Nair and Hinton, 2010) to the
regressor model.

2.3 Data Augmentation Module

To enhance model performance under low-resource
scenarios, I employ a machine translation module
to generate extra silver data. The data augmentation
module comprises multiple neural machine trans-
lation models based on the transformer (Vaswani
et al., 2017) architecture. For convenience, I uti-
lize off-the-shelf models 1 trained in OPUS (Tiede-
mann, 2012) corpus described in Section 3.1.

Given a sample t in the source language, ls and
a target language set Lt = lt1, lt2, ..., ltn, where
n represents the total number of languages in the
test set, the data augmentation process is as follows.
First, I enumerate each target language to check if a
translation model in the off-the-shelf model library
exists for converting from the source language ls
to the target language lti. If a translation model is
available, I translate the sample text into the target
language and add it to the training corpus.

2.4 Model Ensemble

Models trained during various phases exhibit dis-
tinct proficiencies across different languages. I as-
sess model performance for each language at every
epoch and select the model with the highest score
for evaluating a specific language. For the unseen
model, I choose the checkpoint with the highest
average Pearson scores across all languages.

3 Experiment Setup

This section describes the dataset used for training
my system and the machine translation model used
for data augmentation. I also discuss the details of
data processing, model parameters, and evaluation.

1https://huggingface.co/Helsinki-NLP
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3.1 Dataset

Twitter Data The training data consists of
12, 000 tweets in six languages: {English, Chinese,
French, Spanish, Italian, Portuguese}. The test set
consists of 2000 tweets for four languages not in-
cluded in the training data: {Korean, Dutch, Hindi,
Arabic}.

Parallel Corpus The neural machine translation
models are trained on OPUS (Tiedemann, 2012)
corpus.

3.2 Data Processing

Due to the nature of the informal language, de-
scribed in Section 3.1, the data contains noise and
unique Twitter formatting. I apply various data
processing techniques to remove this noise, as ex-
plained in the following paragraphs.

Emojis Twitter data is abundant with emojis. Al-
though language models pre-trained for fine-tuning
on Twitter data may have an improved ability to
represent tweets with emojis, these emoticons are
not always encoded effectively. In order to better
express emoji information, I translate every emo-
tion icon using Demoji 2 library into a description
of the emoji in English.

Mention Tweets contain mentions of Twitter
users by an @ symbol followed by a username.
These mentions are not helpful in predicting inti-
macy scores. What’s worse, they can potentially
introduce spurious correlations (Tu et al., 2020;
Puli et al., 2022) to the distribution of training data.
For example, the username may contain semanti-
cally relevant information pertaining to intimacy.
To remove this noise, I employ string-based match-
ing to filter out and remove these mentions.

Url Links Tweets frequently contain URL links,
which are unrelated to intimacy scores. I eliminate
URL text based on string matching.

3.3 Model Parameters

The random seed is set to 0, the learning rate is set
to 10−6 and the batch size is set to 16. For model
architecture parameters, the output dimension of
the first fully-connected later is set to 768 and the
second fully-connected layer to 1024. The max
input sentence token number after tokenization is
128.

2https://github.com/bsolomon1124/
demoji

Figure 2: Model performance evaluated on each lan-
guage individually at each epoch.

3.4 Evaluation
The Pearson Correlation Coefficient is adopted as
the evaluation metric. To more accurately assess
the performance of the models, I evaluate them
separately for each language and conduct specific
analyses concerning their generalization capabili-
ties on languages not present in the training set.

Pearson Correlation Coefficient Pearson Corre-
lation coefficient describes the linear relationship
and correlation direction between two distributions.
Given two distributions, x and y. Pearson cor-
relation coefficient is defined as the quotient of
covariance and standard deviation between two dis-
tributions as formulated by the following formula:

r =

∑
(xi − x̄i)(yi − ȳi)√∑

(xi − x̄i)2
∑

(yi − ȳi)2

The value of the Pearson correlation coefficient
is interpreted as the linear relationship between
x and y. As the absolute value of the coefficient
increase, the linear relationship between them gets
stronger.

3.5 Training Details
For each epoch, I evaluate the Pearson Correla-
tion Coefficient on each language and pick models
based on the evaluation results. The performance
in each epoch can be found in Figure 2.

Based on the performance curve shown in Fig-
ure 2, all models converge after about 10 epochs,
and the performance score stabilizes after that.
However, performance in Portuguese and Italian

1527

https://github.com/bsolomon1124/demoji
https://github.com/bsolomon1124/demoji


Subset Language Score Rank

Seen

English 0.731 05
Chinese 0.737 06
French 0.666 27
Spanish 0.738 12
Italian 0.701 19
Portuguese 0.628 28

Unseen

Hindi 0.234 08
Dutch 0.551 33
Korean 0.359 19
Arabic 0.491 34

Combined
Seen 0.711 16
Unseen 0.485 04
Overall 0.555 26

Table 1: Pearson’s Correlations (scores) and ranks in
the test set reported in the leaderboard.

will decrease as training goes on. This phenomenon
could be caused by the difference in languages and
the habit of expressing emotion and intimacy in
these languages. To make sure, I can leverage the
best model for each language, I save the best model
on each language and perform model ensemble as
described in Section 2.4.

4 Results

Model performance is analyzed in three aspects:
(1) On languages that appear in the training data;
(2) Generalization on languages that are unseen in
the training data; (3) Effectiveness of translation
data augmentation.

4.1 Leaderboard Scores

In this section, the scores of the test set reported in
the leaderboard are shown in Table 1.

4.2 In-Domain Performance

As depicted in Figure 3, the model achieves its
best performance in Spanish and its worst in Italian.
There are three potential reasons for the varying
performance across languages.

First, the amount of training data for each lan-
guage differs, resulting in an inherent imbalance
in the text encoder’s ability to process texts. This
may subsequently affect the performance of down-
stream tasks.

Second, intimacy is closely tied to the cultural
context embedded in a language. Differences in ex-
pressing emotions and intimacy may present vary-
ing levels of challenges for intimacy analysis.

Third, the data and intimacy labels themselves
could be subject to distribution shifts caused by the

Figure 3: Pearson Correlation score on languages that
appears in the training set.

subjective factors associated with annotators.

4.3 Generalization to Unseen Languages
Models are evaluated against performance on lan-
guage unseen in the training data, as illustrated in
Figure 4. This evaluation examines the model’s
generalization capabilities with respect to new lan-
guages.

As indicated in Figure 4, model performance is
not as good as on languages seen in the training
data. However, the model shows great generaliza-
tion ability in Dutch, which is close to performance
in Portuguese, which has been seen in the training
data.

The model’s weakest performance is in Hindi.
There are two possible reasons for this outcome.
First, Hindi is a relatively low-resource language
in the encoder’s training corpus compared to high-
resource languages like English and Chinese. Sec-
ond, Hindi has fewer connections with the lan-
guages on which the model is trained. For instance,
Korean and Chinese share some cultural connec-
tions, which may enhance the generalization per-
formance of Korean. Conversely, Hindi is more
distantly related to the languages in the training
data than the other unseen languages.

4.4 Translation Data Augmentation
As described in Section 2.3, several neural machine
translation models are utilized to generate silver
data. In order to study the effect of using silver
data to enhance, I use the original training model
of the same model conducted research data. The
original neural training on Twitter data and the
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Figure 4: Pearson Correlation evaluation results on un-
seen languages.

Language Test
Original + Aug ∆

English 0.731 0.719 -0.012
Chinese 0.713 0.724 0.011
French 0.695 0.697 0.002
Spanish 0.756 0.754 -0.002
Italian 0.633 0.645 0.012
Portuguese 0.659 0.659 0

Table 2: Pearson correlation coefficient evaluated on
models trained before and after data augmentation using
translation module.

use of silver data further enhance the performance
of the model, as shown in Figure 2. The results
showed that silver data was of great help to the
Chinese and Italian, with limited contributions to
the French, Spanish, and Portuguese. And silver
data led to a drop in English scores.

Translation Model Alternative Various alterna-
tive methods can generate silver data using multi-
lingual auto-regression models, such as mT5 (Raf-
fel et al., 2020) and M2M-100 (Fan et al., 2020).
Given the volume of data these models are trained
on, the resulting models are often more diverse and
contain rich semantic information about intimate
relationships. There is reason to believe that the
system’s performance could be further improved
using these alternatives. However, due to computa-
tional constraints, I have not included them in my
study, leaving it as a potential direction for future
work.

5 Related Works

The study of language intimacy has garnered sig-
nificant interest, with a growing focus on under-
standing and predicting intimacy through computa-
tional linguistics methods. Pei and Jurgens (2020)
proposed a framework for examining language in-
timacy, a dataset, and models to assess intimacy
levels. Investigating language intimacy necessi-
tates the exploration of social status and power, as
the construction and expression of these aspects
are based on each individual’s unique response to
understanding language intimacy while adhering
to appropriate social norms (Norona et al., 2013).
Danescu-Niculescu-Mizil et al. (2013) and Prab-
hakaran et al. (2014) discovered that individuals of
varying social statuses utilize distinct vocabulary
and language strategies to adapt to society, shed-
ding light on relevant research in computational
linguistics. Louviere et al. (2015) and Kiritchenko
and Mohammad (2016) conducted intimacy tests
on 2397 data points using Best-Worst-Scaling.

6 Conclusion

In this paper, I present a system for multilingual
intimacy analysis, comprising a pre-trained multi-
lingual masked language model and a regression
model designed to project representations into a
single intimacy value. To enhance the model’s
performance in low-resource settings, I employ
translation models for data augmentation, which
results in improved performance on languages not
encountered during training. In order to select the
best-performing model, I employ an ensemble of
multiple models, each with optimal performance
in their respective languages. This system achieves
a rank of 4th for unseen languages and 16th for
languages present in the training data.
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