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Abstract
In this paper, we (team RGAT) describe our
approach for the SemEval 2023 Task 2: Mul-
tilingual Complex Named Entity Recognition
(MultiCoNER II). The goal of this task is to lo-
cate and classify named entities in unstructured
short complex texts in 12 different languages
and one multilingual setup. We use the depen-
dency tree of the input query as additional fea-
ture in a Graph Attention Network along with
the token and part-of-speech features. We also
experiment with additional layers like BiLSTM
and Transformer in addition to the CRF layer.
However, we have not included any external
Knowledge base like Wikipedia to enrich our
inputs. We evaluated our proposed approach on
the English NER dataset that resulted in a clean-
subset F1 of 61.29% and overall F1 of 56.91%.
However, other approaches that used external
knowledge base performed significantly better.

1 Introduction

Named Entity Recognition (NER) is an important
natural language processing (NLP) task that deals
with extracting relevant information from various
types of queries by classifying each token/word
of the query into one of the pre-defined classes
called named entities. This has wide range of ap-
plications in industries like Retail, Healthcare and
Manufacturing. For example, in retail domain, we
would like to extract information from customer
feedback that is instrumental in identifying current
drawbacks of a product and direction for further
improvement. Similarly, factory logs in a plant con-
taining information about a specific machine and
sensor with domain specific terminologies need to
be understood to take necessary actions in time.
However, the task becomes challenging as the set
of entity classes can vary greatly from one domain
to another domain.

Most of the NER datasets that are routinely used
for benchmarking NER algorithms contain com-
plete or almost complete sentences with relatively

few entity classes (e.g., CoNLL-2003 has four
classes and WNUT-2017 has six classes). However,
in real world applications there could be many gran-
ular entities with a very short sentence that may not
have any context information at all. As a result,
performance of the models may significantly suf-
fer and that is what we have also observed in our
current study. The present task, MultiCoNER II
(Fetahu et al., 2023b) is a continuation of the pre-
vious year’s SemEval-2022 task (Malmasi et al.,
2022b) that was created for detecting semantically
ambiguous and complex entities in short and low-
contextual settings for 11 languages (i.e., English,
Spanish, Dutch, Russian, Turkish, Korean, Farsi,
German, Chinese, Hindi, and Bengali). Multi-
CoNER II similarly has created tasks for 12 lan-
guages, namely, English, Spanish, Ukranian, Hindi,
Bangla, Chinese, Swedish, Farsi, French, Italian,
Portugese and German with 66 fine-grained entity
classes spanning 6 broad groups of Product, Medi-
cal, Location, Creative Works, Groups and Person.
The number of classes is significantly higher com-
pared to last year (only 12 classes) that increases
the difficulty of this task. Another challenging as-
pect of this task is added simulated errors to the
test set during evaluation to make it more realistic
and difficult.

Our approach lies in encoding the graph asso-
ciated with the dependency parsing of the input
sentence and create token (node) level representa-
tions that take care of both the neighborhood (con-
nected edges) and dependency type (edge type) of
each token. We add this feature with the other stan-
dard features like token embedding from a large
language model like BERT or RoBERTA and part-
of-speech embeddings. Based on our overall fine-
grained macro-averaged F1-score of 56.91, we se-
cured 23rd rank in the English track of the compe-
tition. It is to be noted that our approach heavily
relies on the availability of dependency structure of
the input query and thus cannot be extended easily
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to other languages. It is also another shortcoming
of this approach especially where the queries are
not well-formed English sentences.

The organization of the paper is as follows. In
the next section we provide a detailed literature sur-
vey on the techniques employed for NER. Next, we
present the details of the proposed approach. Sub-
sequently, the model predictions and comparisons
with other baseline methods are discussed. Finally,
conclusions are drawn and scope for future works
is outlined.

2 Related Work

Ever since it’s introduction in 1996 (Grishman
and Sundheim), NER has been an active field of
research that has evolved considerably with the
emergence of new techniques. Initial approaches
to NER were limited to rule based methods fol-
lowed by SVM, HMM and CRF (Li et al., 2020).
With the advent of deep learning based techniques,
there are RNN (Collobert et al., 2011; Huang et al.,
2015; Lample et al., 2016; Shen et al., 2017; Zheng
et al., 2017; Zhou et al., 2017) and CNN (Chiu
and Nichols, 2016; Aguilar et al., 2017; Strubell
et al., 2017) based models that tried to find the
best representation of each token. Other than the
token embeddings, additional features created are
in terms of spelling, context and gazetteer (Huang
et al., 2015) and it was found that incorporation
of prior knowledge substantially boosted the per-
formance. Similarly, the BiLSTM-CNN model by
Chiu and Nichols (2016) uses additional word-level
(capitalization, lexicons) and character-level fea-
tures (4-dimensional vector representing the type
of a character: upper case, lower case, punctua-
tion, other) in addition to the token embeddings.
Recently, Li et al. (2021) proposed Modularized
Interaction Network (MIN) that generated the best
result for CoNLL2003 (Sang and Meulder, 2003),
WNUT2017 (Derczynski et al., 2017) and JNLPBA
datasets. However, none of these approaches cre-
ated features based on the dependency relations
amongst different tokens.

As the Transformer architecture (Vaswani et al.,
2017) started replacing many RNN/CNN based
encoding, BERT (Devlin et al., 2019) based em-
beddings found applications for NER (Yamada
et al., 2020; Schneider et al., 2020; Shaffer, 2021;
Ushio and Camacho-Collados, 2021). All these
approaches are based on large pre-trained language
models that have seen large monlingual or multilin-

gual corpus during training and later fine-tuned for
NER task. Similar studies are carried out by Agar-
wal et al. (2021) where entity-switched datasets are
created where different national origins play a role.
Pfeiffer et al. (2020) studied transfer learning in a
multilingual setup by creating invertible adapters.

While most of the NER tasks involve well-
formed sentences as inputs the real-world datasets
can be very different with short texts having low
context, emerging domain-specific entities with
long-tails and complex entities like noun phrases,
infinitives or gerunds. These aspects are discussed
in great details by Meng et al. (2021) where solu-
tions are proposed to fuse gazetteer knowledge with
learnable weights. Fetahu et al. (2021) extended
this approach to multilingual and code-mixed set-
tings along with a mixture-of-experts model on
multilingual transformer. Continuing on this ap-
proach, Malmasi et al. (2022b) created the Multi-
CoNER task (Malmasi et al., 2022a) that further
enhanced the task with expanded language base.

There are not many studies on the application
of Graph Neural Network for NER. Cetoli et al.
(2017) investigated the utility of dependency parser
and applied stacked graph convolution network
(GCN) on Ontonotes 5.0 dataset and obtained an
improvement of 2% over a similar Bidirectional
LSTM (Bi-LSTM) model. Yu et al. (2020) and
Sui et al. (2022) further extended this approach
for nested NER using a bi-affine model. Luo and
Zhao (2020) introduced a bipartite graph to link
the outer and inner named entities along with a
Bi-LSTM and GCN model. Similarly, Hanh et al.
(2021) proposed a combination of contextual fea-
tures from XLNet and global features from GCN
for improving model performance. GCN based
features are also explored with Transformer and
Bi-LSTM with CRF layer for biomedical domain
(Celikmasat et al., 2022) and Chinese NER (Zhang
and Peng, 2022).

Our approach is motivated by graph based ap-
proaches applied to Aspect Based Sentiment Analy-
sis (ABSA), e.g., GCN based model of Zhang et al.
(2019); Zhou et al. (2022) and Sun et al. (2019),
graph attention network (GAT) based model of
Huang and Carley (2019) and Wang et al. (2020)
where the latter modified the original dependency
tree to create an aspect-oriented dependency tree
that was used further in a relational GAT (RGAT)
where different relations contributed differently in
the computation of nodal representations.
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Entity Train Validation Test
Count Percentage Count Percentage Count Percentage

Person 19786 36.6 % 1007 36.6% 291458 36.2%
Creative Works 11163 20.7 % 584 21.2 % 169593 21.1 %
Group 9286 17.2 % 466 16.9 % 134168 16.7 %
Location 8371 15.5 % 392 14.2 % 130923 16.3 %
Product 3094 5.7 % 184 6.7 % 45086 5.6 %
Medical 2337 4.3 % 120 4.3 % 33105 4.1 %

Table 1: Distribution of named entities across the train, validation and test sets. The percentages are computed
without considering the "O" tag.

3 Data

We conducted our experiment on the dataset pro-
vided by the SemEval 2023 Task 2 organizers (Fe-
tahu et al., 2023b) covering 12 languages, namely,
English, Spanish, Ukranian, Hindi, Bangla, Chi-
nese, Swedish, Farsi, French, Italian, Portugese
and German with 66 fine-grained entity classes
spanning 6 broad groups of Product, Medical, Lo-
cation, Creative Works, Groups and Person. In the
English language track, there are 16778, 871 and
249980 examples in the training, validation and
test set, respectively. The distributions of different
entity classes across the train, validation and test
split are shown in Table 1. More details on the
dataset can be found in Fetahu et al. (2023a).

4 Methodology

We have modified the RGAT approach (Wang et al.,
2020) which was originally targeted for aspect po-
larity prediction. The approach utilizes the depen-
dency structure of the input sentence which cap-
tures the grammatical relations by connecting the
words with the corresponding dependency type. To
bring out the relations of different words with the
aspect word(s) an Aspect Oriented Dependency
Tree (AODT) was proposed by Wang et al. (2020)
where the root of the original dependency tree was
shifted to the target aspect word followed by prun-
ing some of the unnecessary relations. However,
this approach is not exactly applicable for the cur-
rent study since we do not know the entity words, a
priori. However, knowing that these words are gen-
erally nouns (ignoring gerunds) we have randomly
chosen one of the nouns present in the sentence as a
surrogate entity word and modified the dependency
tree based on this word.

4.1 Relational Graph Attention Network

AODT can be represented by a graph structure
where each node is a word and the edges between
them are represented by the dependency relation,
e.g., nominal subject, adverbial modifier, etc. Fol-
lowing Wang et al. (2020), given a neighborhood
of a node Ni, the node embeddings can be itera-
tively updated using multi-head attention (with K
attentional heads) as

hl+1
atti

= concatKk=1

∑

j∈Ni

αlk
ijW

l
kh

l
j , (1)

αlk
ij = attention(i, j), (2)

where hl+1
atti

is the attention head of node-i at layer
l+1 and αlk

ij is the normalized attention coefficient
computed by the k-th attention at layer l and W l

k is
an input transformation matrix.

In addition to the attention head of word-i a rela-
tional head is also computed for this node as

hl+1
reli

= concatMm=1

∑

j∈Ni

βlm
ij W l

mhlj , (3)

glmij = σ(relu (rijWm1 + bm1)Wm2 + bm2) (4)

βlm
ij = exp(glmij )/

∑

j∈Ni

exp(glmij ) (5)

where rij denotes the relation embedding between
node-i and j and M is the number of relational
heads. The final representation of each word (node)
is a concatenation of the attention and relational
embeddings:

xl+1
i = concat(hl+1

atti
, hl+1

reli
) (6)

hl+1
i = relu

(
Wl+1x

l+1
i + bl+1

)
(7)
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Figure 1: Fine-grained F1-score (primary axis) on the validation and test dataset along with the count of each tag
from the test dataset (secondary axis). Left subfigure: sorted by F1-score and right: sorted by the count of each tag.

4.2 Named Entity Recognition

While the RGAT model utilizes only the root rep-
resentation to predict the sentiment polarity, here,
we use the node representation hl+1

i for node-i
to predict the corresponding NER tag. To fur-
ther improve the model capability, we explore four
different layers where hl+1

i is provided as input,
namely, (1) Linear layer, (2) RNN layer (we used
Bi-LSTM), (3) Transformer layer and (4) CRF
layer (Lafferty et al., 2001). For a linear layer, hl+1

i

is directly fed into a fully connected layer with soft-
max activation function that generates probabilities
over all the NER classes, C

p(yi = C) = softmax(Wph
l+1
i + bp). (8)

where yi is NER target label for the word-i and
Wp, bp are learnable parameters. In addition, we
have explored having a Bi-LSTM and Transformer
(Vaswani et al., 2017) layer along with a final CRF
layer.

For all the three previous cases, we have a final
layer that generates a score matrix P over all the tag
classes, where Pij is the score of the j−th tag for
the i−th input token. The CRF layer learns a tran-
sition probability matrix A ∈ RK+2×K+2 where
K is the number of tag classes (and +2 indicates
one tag each for the start and the end marker).

For an input sequence x of length T and the
corresponding tags y = {y1, y2, . . . , yT } (with the
start and end tag denoted by y0 and yT+1, the prob-
ability score is modified as

S(x,y) =
T∑

i=0

Ayiyi+1 +
T∑

i=1

Pi,yi (9)

which is used to calculate the probability of the tag

sequence as

p(y|x) = eS(x,y)/
∑

y′∈y
eS(x,y

′) (10)

which replaces Eq. 8. The loss for each word is
calculated by the categorical cross-entropy loss

L(θ) = −
∑

S∈D

∑

wi∈S
log(pij) (11)

where pij is the probability of the word-i with label-
j where the word-i appeared in sentence-S and
D represents the entire corpus. For CRF based
models, the loss is calculated using the forward-
backward algorithm.

4.3 Implementation Details
We use the bi-affine parser (Dozat and Manning,
2016) from AllenNLP for dependency parsing.
While Wang et al. (2020) used the aspect words
to orient the dependency tree, in our case, we can-
not use that information. Instead, we randomly
choose a noun word from the input sentence, if
available, otherwise, we select the middle token
about which the dependency tree is re-oriented. For
all experiments, the embedding dimension for the
dependency relation is set to 200 and the dropout is
fixed at 0.3. The last hidden state of the pre-trained
BERT1 is used for the initial token representations
which is subsequently fine-tuned. All models are
trained using Adam optimizer (Kingma and Ba,
2014) with the default parameters. For all experi-
ments we have used RGAT based feature extraction
and BERT based token encoding. There are four
variants of our model, namely, (1) RGAT-BERT,
that does not use any other layer, (2) RGAT-BERT-
CRF, that additionally uses a CRF final layer, (3)

1https://github.com/huggingface/transformers
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Entity Validation Test
Precision Recall F1 Precision Recall F1

Person 0.8845 0.9331 0.9081 0.9163 0.9484 0.9321
Creative Works 0.7105 0.7308 0.7205 0.7598 0.7676 0.7637

Group 0.707 0.7409 0.7235 0.7872 0.7871 0.7872
Location 0.807 0.82 0.8134 0.8415 0.8665 0.8538
Product 0.5615 0.547 0.5541 0.5984 0.5816 0.5899
Medical 0.6292 0.6637 0.646 0.6585 0.6989 0.6781

Fine-grained (macro) 0.579 0.5728 0.5691 0.6250 0.6149 0.6129

Table 2: Model performance (coarse-grained) on the validation and test dataset across the entity classes. Also shown
the fine-grained macro performance of the model on the validation and test dataset (used to compute the rank).

Model CoNLL’03 WNUT’17
P R F1 P R F1

MIN + BERT 94.75 94.15 94.45 60.54 42.48 49.93
RGAT+Bi-LSTM+CRF (Ours) 92.68 90.62 91.64 63.6 34.5 44.7

Table 3: Model performance on the standard NER datasets

RGAT-BERT-BiLSTM-CRF, that uses a BiLSTM
layer on the output of BERT before passing the out-
put to a CRF layer and (4) RGAT-BERT-TRFMR-
CRF that uses a Transformer layer instead of BiL-
STM.

5 Results

In this section first we describe the performance on
the test data of MultiCoNER-II followed by per-
formance of our approach on other NER datasets.
The best performance is obtained by a RGAT-
BERT-BiLSTM-CRF model where the fine-grained
macro average precision, recall and F1-score on
the test data are 0.625, 0.615 and 0.613, respec-
tively. The corresponding class-wise performance
is shown in Fig. 1, where the top-3 classes are
"HumanSettlement", "SportsGRP" and "Artist"
and the bottom-3 classes are "PrivateCorp",
"Symptom" and "Scientist". It is to be noted that
"Artist" and "HumanSettlement" are amongst
the top-3 classes in terms of the number of la-
bels, whereas, "Symptom" and "PrivateCorp" are
amongst the bottom-5 classes. Thus, it is tempting
to conclude that the availability of data plays a sig-
nificant role on the performance. However, as we
can see on the right subfigure of Fig. 1, there is no
definitive trend with respect to the number of avail-
able data points. We also show the coarse-grained
performance on the validation and test dataset in
Tab. 2. For the validation split, the macro average
precision, recall and F1-score are 0.58, 0.57 and
0.57, respectively. We can see that overall the per-

formance is better on the test dataset compared to
the validation dataset.

We investigated if there is any correlation be-
tween the sentence length (ℓ) and model’s perfor-
mance and we can clearly see that the performance
improves with increasing sentence length. In par-
ticular, we created 4 buckets with (1) 11 > ℓ ≥ 1,
(2) 14 > ℓ ≥ 11, (3) 19 > ℓ ≥ 14 and (4)
54 > ℓ ≥ 19 where 1, 11, 14, 19 and 53 are
the minimum, first quartile, second quartile, third
quartile and the maximum sentence length, respec-
tively. The corresponding macro average F1 scores
for the four buckets are 0.57, 0.62, 0.66 and 0.68,
respectively.

We have also compared the performance of our
model on other standard NER datasets, namely,
CoNLL 2003 (Sang and Meulder, 2003) and
WNUT’17 (Derczynski et al., 2017). The results
are shown in Tab. 3 where we have compared our
model’s performance with MIN (Li et al., 2021). It
can be seen that our approach is quite competitive
compared to MIN and MultiCoNER-II dataset is
very different in terms of both complexity and con-
text length that resulted in a dramatically inferior
performance.

6 Conclusion

In this work we have explored the capability of
Graph Attention Network based model for NER
task on MultiCoNER-II dataset. In this approach
we create features from the graph structure ob-
tained by a dependency parser that are combined
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with other standard features like word embeddings
and POS tags. However, we have not included
any external knowledge base (typically WikiMe-
dia data) and as a result the model’s performance
is clean-subset F1 of 61.29% and overall F1 of
56.91%. The exercise clearly brings out the impor-
tance of having external knowledge base and the
next step would be to explore ways to optimally
integrate external data with the rest of the architec-
ture.
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