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Abstract

We demonstrate a simple yet effective approach
to augmenting training data for multilingual
named entity recognition using machine trans-
lation. The named entity spans from the origi-
nal sentences are transferred to the translations
via word alignment and then filtered with the
baseline recognizer to retain high quality an-
notations. The proposed data augmentation
approach improves the baseline performance
of XLM-Roberta on the multilingual dataset.

1 Introduction

Named Entity Recognition (NER) is an essential
task in natural language processing (NLP) that in-
volves identifying and classifying entities such as
people, organizations, locations, and more recently,
complex entities such as events, creative works,
diseases. Multilingual Complex Named Entity
Recognition (MultiCoNER) shared task (Malmasi
et al., 2022a,b) is organized to promote research
in multilingual NER for complex entities. Multi-
CoNER II (Fetahu et al., 2023b) features one mul-
tilingual track and twelve monolingual tracks for
the following languages: English, Spanish, Hindi,
Bangla, Chinese, Swedish, Farsi, French, Italian,
Portuguese, Ukrainian, and German. The datasets
contain fine-grained tagsets that mainly cover three
domains (Wiki sentences, questions, and search
queries) and include six top-level tags: Location
(LOC), Creative Work (CW), Group (GRP), Person
(PER), Product (PROD), and Medical (MED).

Complex named entities are highly ambiguous
and can take the form of any linguistic constituency:
“Sir” (Creative-Work/Visual-Work), “Catch Me If
You Can” (Creative-Work/Visual-Work), “Jeremy
Corbyn” (Person/Politician). Thereby, making a
granular distinction between entity classes (e.g.,
Politician vs. Scientist) and identifying rare enti-
ties solely from the context are challenging prob-
lems. To alleviate this challenge, we propose to

augment multilingual training data with transla-
tions, which we believe can help the NER model
to disambiguate more entities by learning from
diverse and noisy contexts. Table 1 shows a few ex-
amples of such translations with the aligned entity
annotations.

The proposed augmentation strategy involves
three steps: translating training example, transfer-
ring entity annotations from the source sentences to
the target, and filtering out low-quality annotations.
To produce translations, we use publicly-available
mBART-50 (Tang et al., 2020). To transfer en-
tity annotations, we compute the token alignment
between the source and its translation using SimA-
lign (Jalili Sabet et al., 2020) and then build an
entity alignments on top of the token alignments.
To ensure high-quality annotations, we use XLM-
RoBERTA (XLM-R) (Conneau et al., 2020) fine-
tuned on the original training data to filter out
low-quality annotations from the translated data.
We find that XLM-R fine-tuned on the augmented
dataset outperforms the same model fine-tuned on
the original training dataset.

2 Related Work

NER is one of the most popular NLP task and
is widely explored across domains: news (Tjong
Kim Sang and De Meulder, 2003), biomedical
(Settles, 2004), social media (Ritter et al., 2011;
Ashwini and Choi, 2014). With the recent ad-
vances in representation learning, models such as
XLM-R (Conneau et al., 2020) and BERT (Devlin
et al., 2019) achieve the state-of-the-art NER per-
formance with minimal feature-engineering efforts.
In this work, we use XLM-R as our base model for
fine-tuning on the NER task.

Data augmentation via translation has been
widely used. An example of this is back-
translation (Sennrich et al., 2016), a methodology
of obtaining parallel data by translating sentences
from the target language to the source language.
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Sentence Translation
вiн також володiє трьома гелiкоптерами
[eurocopter | AerospaceManufacturer] .

También tiene tres helicópteros
[eurocopter | AerospaceManufacturer]

il a étudié au [conservatoire royal de la haye | MusicalGRP]
auprès de [louis andriessen | Artist] .

er studierte am [royal haye conservatory | MusicalGRP] mit
[louis andriessen | Artist] .

Table 1: Translation examples.

Although such data augmentation approaches may
introduce noise, increasing the lexical diversity has
been effective (Vanmassenhove et al., 2019; Pon-
celas et al., 2019; Burchell et al., 2022). Transla-
tion have been successfully applied to cross-lingual
NER problem under unsupervised transfer settings
with limited resources (Xie et al., 2018; Mayhew
et al., 2017). Schäfer et al. (2022) use machine
translation and word alignment techniques to trans-
fer inferred named entity annotations from a rich
resource language to a low resource language. We
draw inspiration from these works and employ the
same approach to augmenting the training data for
NER, in addition we assume that we have enough
data in the target language to train a filtering model.

3 Data Augmentation via Translation

We employ mBART-501 (Tang et al., 2020) to gen-
erate translations for every sentence in the original
dataset (Fetahu et al., 2023a). mBART-50 is trained
on 50 languages including the 12 languages of the
shared task. We pivot translations via English, as
we generally observe that pivoting produces better
translations than the direct approach, e.g., Hindi
→ English → Chinese vs. Hindi → Chinese. The
translations are generated from every source lan-
guage to every target language except English, as
our focus is on languages with less resources.

After generating the translations we align the
tokens using SimAlign (Jalili Sabet et al., 2020).
Through the token alignment we transfer the entity
annotations from the source sentences to their trans-
lations. Although the word order varies in each lan-
guage, name entities comprise mostly indivisible
spans in different languages, which makes transfer
generally feasible. To align the entity boundaries,
we collect all the target tokens aligned to any of the
tokens in the source entity and confirm the transfer
only if the target tokens form a continuous span in
the target sentence (see Figure 1).

Although mBART-50 supports all the task lan-

1https://github.com/facebookresearch/fairseq/
tree/main/examples/multilingual#mbart50-models

guages, the translation quality is not guaranteed
especially for the low-resource languages, besides
the alignment quality also contributes to the com-
pounding error. Thus, to ensure the quality of the
augmented dataset, we first retain the translations
that only have matching number of entities with the
sources. Then, we apply the baseline NER model
fine-tunted on the original dataset to the translated
data and retain the sentences that agree with base-
line on the number of entities and their boundaries.
Table 2 shows the data stats before and after aug-
mentation and filtering. By adding the translations,
we can increase the size of the data between 30K
and 102K sentences depending on the language.
Note that in the augmented dataset, the artificially-
generated sentences are the majority.

4 Named Entity Recongition

We formulate Named Entity Recognition (NER)
as a sequential labelling task, where the goal is
to assign each token in a given text a label that
corresponds to its entity type. For example, in the
sentence "John Smith works at New York", the
label "B-PER" would be assigned to "John", the
label "I-PER" would be assigned to "Smith", the
label "B-LOC" would be assigned to "New", and
the label "I-LOC" would be assigned to "York".

The sequential labeling is a well-studied tasks
and enables us to easily leverage standard model ar-
chitectures. We use XLM-Roberta (Conneau et al.,
2020) as our baseline model. As the premise of
our exploration is the data augmentation strategy
only, we make no modifications to the XLM-R ar-
chitecture and use it as-is for fine-tuning on the
data variants.

Table 3 shows the macro measures (precision, re-
call, and F1) computed on the multilingual test set
(Fetahu et al., 2023a) for the model trained with the
original data and after our augmentation. The data
augmentation via transation improves the baseline
by 0.85 F1. Table 4 shows fine-grained results of
the F1 of each named entity class for the model
trained on the original and augmented data. We see
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Figure 1: Example of word aligment

Dataset Original + Translation
Bangla 10K + 30K
German 10K + 58K
Spanish 16K + 101K
Farsi 16K + 71K
French 17K + 102K
Hindi 10K + 52K
Italian 17K + 76K
Portugese 16K + 80K
Swedish 16K + 82K
Ukranian 16K + 72K
Chinese 9K + 39K

Table 2: MultiCoNER and augmented datasets, number
of sentences. The + symbol indicates the number of
sentences used for augmenting the original size. For
example, the total number of sentences for Bangla lan-
guage is 40K in total.

that the F1 of the augmented model is higher for
most of the name entities. Only for four of entities,
i.e., HumanSettlement, Station, MusicalWork, Food
show marginal deterioration in the performance.

We fine-tune XLM-R on a machine with 8 x
NVIDIA A100 80Gb with effective batch size of
1024, learning rate of 2 · 10−5. Every model is
trained for 250 epoch using the cross entropy loss.
During the inference malformed tag sequences are
removed. The output of the final model is submit-
ted for evaluation.

Table 5 show the results of our proposed ap-
proach in each track.2 This table includes not only
the overall F1 scores but also a fine-grained evalua-
tion on the clean and noisy subsets. In the column
Rank Status we also indicate the position our sys-
tem in each track.

Training Data Precision Recall F1
Original 72.22 73.91 72.97
Augmented 73.56 74.22 73.82

Table 3: Macro measures on multilingual test set.

2Details of the final ranking for all the 13 tracks can be
found in https://multiconer.github.io/results

Fine-Grained Class Original (F1) Augmented (F1)
Facility 73.20 73.93
OtherLOC 74.38 75.84
HumanSettlement 89.15 89.05
Station 81.50 81.35
VisualWork 82.84 83.37
MusicalWork 77.93 77.86
WrittenWork 74.11 74.33
ArtWork 58.08 60.32
Software 82.24 82.40
MusicalGRP 80.63 81.33
PublicCorp 77.39 77.96
PrivateCorp 68.09 74.07
AerospaceManufacturer 72.51 73.31
SportsGRP 87.53 87.94
CarManufacturer 77.59 78.70
ORG 74.69 75.25
Scientist 52.26 54.31
Artist 81.50 81.88
Athlete 81.20 81.88
Politician 67.06 68.35
Cleric 66.75 68.31
SportsManager 64.55 65.96
OtherPER 56.72 57.25
Clothing 64.03 64.40
Vehicle 65.97 66.84
Food 66.16 65.69
Drink 69.24 70.11
OtherPROD 67.50 67.92
Medication/Vaccine 79.51 79.57
MedicalProcedure 73.67 74.08
AnatomicalStructure 75.09 75.74
Symptom 66.99 68.52
Disease 78.12 78.26

Table 4: Breakdown comparison on multilingual test
set.

5 Conclusion

In this work we have shown that data augmentation
via translation is an useful approach to improve
the performance of NER models. On the multi-
lingual test set we observe an improvement over
the baseline XLM-R by 0.85 F1. Our approach
uses open-source components and can potentially
benefit NER in various domains.

In the future we plan to explore how different
translation configurations can boost NER models.
Reducing the noise of augmented sentences should
have a positive impact on the performance. This
can be achieved by improving the performance of
the translation model. Alternatively, the dataset
could be augmented with translations from several
models. Therefore, using a selection of sentences
from different sources (Poncelas and Way, 2019;
Soto et al., 2020) to augment the data could also be
investigated.
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Track Language Clean Subset F1 Noisy Subset F1 Overall Macro F1 Rank Status
1 English 71.86 64.06 70.16 11/34
2 Spanish 75.42 67.39 72.85 5/18
3 Swedish 76.74 68.12 73.79 7/16
4 Ukrainian 72.31 - 72.31 6/14
5 Portuguese 72.74 64.76 69.98 9/17
6 French 75.58 66.86 72.86 7/17
7 Farsi 64.88 - 64.88 8/14
8 German 75.74 72.56 76.24 6/17
9 Chinese 68.79 51.2 64.61 9/22
10 Hindi 78.37 - 78.37 6/17
11 Bangla 77.2 - 77.2 6/18
12 Italian 76.67 69.03 74.19 7/15
13 Multilingual 73.82 - 73.82 7/18

Table 5: The official ranking results of Sakura in 13 tracks.
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