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Abstract

Visual Word Sense Disambiguation (VWSD)
task aims to find the most related image among
10 images to an ambiguous word in some lim-
ited textual context. In this work, we use Alt-
CLIP features and a 3-layer standard trans-
former encoder to compare the cosine sim-
ilarity between the given phrase and differ-
ent images. Also, we improve our model’s
generalization by using a subset of LAION-
5B. The best official baseline achieves 37.20%
and 54.39% macro-averaged hit rate and MRR
(Mean Reciprocal Rank) respectively. Our
best configuration reaches 39.61% and 56.78%
macro-averaged hit rate and MRR respectively.
The code will be made publicly available on
GitHub.

1 Introduction

WSD (Word Sense Disambiguation) is the task of
identifying which sense of a word is meant in a
sentence or other segment of text. In the VWSD
(visual-WSD) task (Raganato et al., 2023), given
a potentially ambiguous word and some limited
textual context, the image corresponding to the
intended meaning should be selected from a set of
candidate images. Such a model can operate better
as a text-to-image retrieval system.

CLIP (Radford et al., 2021) uses a contrastive
loss function to map text and image features into a
common space by minimizing the distance between
the related caption and image and maximizing the
distance between negative pairs. AltCLIP (Chen
et al., 2022) alters the language encoder in CLIP
and uses XL-R LM (Language Model) to extend
its language capabilities. We use AltCLIP as the
base model as the dataset includes Italian and Farsi
languages in addition to English.

The official dataset consists of 12869, 16, 463,
305, and 200 samples as training, trial, English
test, Italian test, and Farsi test data respectively.
Each sample has a word (potentially ambiguous),

a phrase including the word, and 10 images. To
improve model generalization, we also use a subset
of the LAION-5B (Schuhmann et al., 2022) dataset
which consists of 5 billion image-caption pairs and
has 3 parts: LAION-2B-en, LAION-2B-multi, and
LAION-1B-nolang.

The experiments results show that the proposed
model which relatively compares the images can
be used to improve text-to-image retrieval systems
by re-ranking the most related images.

2 System Description

Figure 1 shows an overview of the proposed model
and the following subsections discuss it in more
detail.

2.1 Feature Extraction

We map the phrase and images into a common
space using AltCLIP (the AltCLIP model is frozen).
In this stage, we have 11 vectors, 1 for the phrase
and 10, each corresponding to an image.

2.2 Word Sense Disambiguation

"You shall know a word by the company it keeps"
- J. R. Firth (1957)

Getting inspiration from this famous quote, we
provide the model an extra feature vector by omit-
ting the ambiguous word from the phrase and get-
ting its feature vector using the AltCLIP text en-
coder and feeding it as the 12th feature vector (we
call it WOAW, i.e. the phrase without the ambigu-
ous word). For example, given the phrase "An-
dromeda tree" with "Andromeda" as the ambiguous
word, by omitting the word "Andromeda" from the
phrase "Andromeda tree" resulting in "tree", it’s
clear that the related image should be a "tree", not
a "galaxy".

2.3 Relative Features

On top of AltCLIP, we use a 3-layer standard trans-
former encoder (Vaswani et al., 2017) to transform
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Figure 1: An overview of the proposed system. After calculating feature vectors (FVs) using AltCLIP (frozen) and
caching them, we use a 3-layer transformer encoder to get relative feature vectors (RFVs). The relevance score for
each image is calculated using cosine similarity between that image RFV and the phrase RFV.

the independent AltCLIP features for the text and
images to relative ones. We clarify the intuition
behind this using an example. Let’s say there are
10 images with the same object. The objects are the
same except in one property (e.g. 10 identical pens
with different colors) and a phrase like "red pen".
If the feature vector of the phrase is directly com-
pared to the image feature vector, they would all be
close. But if they are compared relatively using the
phrase, the difference in color would become appar-
ent, and the model would know to which property
it should pay more attention.

2.4 Output

We sum the input and the output of all hidden lay-
ers (sum of 4 feature vectors) and then compute
the cosine similarity between the phrase and each
image using the calculated relative feature vector.
The output is the most similar image to the text.

2.5 Loss Function

We explored the effect of using two loss functions:
cross-entropy and cosine embedding loss with a
margin of 0. See the section 4 for more informa-
tion.

3 Experimental Setup

3.1 Pretraining

To improve the model generalizing, we used a sub-
set of LAION-5B to pretrain the model. After fil-
tering the dataset by caption length (<=50), caption
word count (2 or 3) and image width (>=224), and
height (>=224), we get 45,000 image-caption pairs
for each language, extract their features using Alt-
CLIP and use those features to calculate the similar-

ities between all 45,000 images in each language.
Then we choose the 9 most similar images to each
image and form a dataset for pretraining that is like
the official dataset but it’s a little bit more challeng-
ing. For the 12th feature vector, we randomly drop
one of the caption words and calculate its features.

3.2 Training Data Translation
The train and trial parts of the official dataset only
include the English language but the test part in-
cludes English, Farsi, and Italian. To have Farsi
and Italian samples at training time, we use Google
Translate to translate the training and the trial part
of the official dataset into Farsi and Italian.

3.3 Hyper-parameters
Table 1 shows the hyper-parameters at the pretrain-
ing and training stages. At the pretraining stage,
we train the model for 30 epochs, and at fine-tuning
stage, we train the model for 3 epochs. Note that
as we use HuggingFace transformers, all of the un-
mentioned hyper-parameters have the default value.

3.4 Training Time Reduction
As we freeze the AltCLIP model, in all experi-
ments and stages, we cache the calculated AltCLIP
features once to reduce training time.

3.5 Framework & Tools
We use PyTorch (Paszke et al., 2019) + Hugging-
Face transformers (Wolf et al., 2020) to implement
our models.

4 Results

To investigate the effect of the modifications, we
examine the effect of using each one. You can see
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Name Value
attention dropout 0.5
dropout 0.5
weight decay 0.2
hidden activation quick gelu
hidden size 768
intermediate size 3072
logit scale init value 2.6592
num attention heads 8
num hidden layers 3
batch size 256
init learning rate 5e-05

Table 1: Hyper-parameters used in pretraining and train-
ing stages

the results in table 2.

4.1 Pretraining
Except for pretraining using cosine embedding loss,
pretraining increases both the average hit rate and
average MRR (see next section for more details).

Pretraining reduces the English hit rate and MRR
a little because the AltCLIP is pretrained on En-
glish and Chinese data so the extracted features
for the English language using AltCLIP are good
enough and pretraining the transformer encoder
layer, reduces its focus on English data. We believe
that pretraining with more data solve this problem.

For Italian and Farsi, pretraining increases both
hit rate and MRR in almost all cases especially in
cases where we do not use translated data.

4.2 Loss Function
We explored using cross-entropy (C) and cosine
embedding loss (S) with a margin of 0 as loss func-
tions. Cross-entropy can be considered as an ex-
treme case of cosine embedding loss which tries
to minimize the similarity as much as possible be-
tween negative samples and anchor (the phrase)
while cosine embedding loss tries to push them
away as much as the margin.

In the pretraining stage, because we select the
9 most similar images to the positive sample, the
cosine embedding loss is not able to learn the data
well (the training accuracy is about 40%); so when
we fine-tune this model, the accuracy drops too
much. With this reason in our mind, we do not
take the pretrained models using cosine embed-
ding loss into account for our next analyses.

For the rest of the setups, they do not differ too
much but when we use translated data, cosine em-

bedding loss is better and when we do not, cross-
entropy loss is better. The reason is when we use
translated data which is noisier, the generalization
becomes more important and as a result, cosine
embedding loss which can generalize better acts
better.

4.3 The 12th Feature Vector

The 12th vector, in most cases, increase the average
hit rate and MRR but sometimes using it decreases
the accuracy a little. In fact, it causes the model
to over-fit. Figure 2 shows an example of positive
impact and an example of negative impact (over-
fitting to the 12th vector). This problem can be
solved by penalizing the usage of the 12th feature
vector. This way the model only uses it when it
really helps.

4.4 Translated Data

Without pretraining, for Farsi and Italian languages
using translated data increase both hit rate and
MRR in all cases but decreases them for English
data (as mentioned in the pretraining subsection)
because of the noise that exists in translated data.
This reduction happens for Farsi and Italian lan-
guages with the pretraining stage exactly for the
same reason; in other words, the translated data
noise ruins the information that the model has
gained during the pretraining stage. So using trans-
lated data only helps when the model does not have
knowledge about some languages, at least in our
case.

5 Future Work

There are some modifications that can be made
to improve the overall accuracy of the proposed
system, here are some of them:

• This system can be used as an image-to-text
retrieval system after being pretrained using a
massive amount of data.

• The 9 other images in pretraining samples can
be selected by similarity to the caption feature
vector instead of a related image (to caption)
feature vector. It may be more challenging
and effective.

• Instead of randomly dropping a word for the
pretraining stage, a better word can be se-
lected to drop.
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Model English Italian Farsi Average
Hit Rate MRR Hit Rate MRR Hit Rate MRR Hit Rate MRR

Random Baseline 12.53 31.67 11.50 31.27 6.23 26.07 10.09 29.67
Official Baseline 60.48 73.88 28.50 46.70 22.62 42.61 37.20 54.39

AltCLIP Zero-shot 64.58 77.08 27.87 47.39 8.00 31.55 33.48 52.01
P-C-11 Zero-shot 46.00 64.86 24.92 44.72 12.50 33.10 27.81 47.56
P-S-11 Zero-shot 7.78 27.44 9.18 28.86 7.00 25.22 7.99 27.18
P-C-12 Zero-shot 50.54 68.47 26.89 46.77 11.50 32.89 29.64 49.38
P-S-12 Zero-shot 7.99 27.10 11.15 29.48 6.00 24.77 8.38 27.11

C-11 67.39 79.21 30.16 48.95 12.50 34.86 36.68 54.34
S-11 64.79 77.48 32.13 51.06 11.00 33.56 35.98 54.04

C-11-ML 62.85 76.22 30.49 50.48 22.00 42.23 38.45 56.31
S-11-ML 64.58 77.49 30.49 50.90 21.00 41.46 38.69 56.62

C-12 67.17 79.14 30.16 48.96 12.50 34.92 36.61 54.34
S-12 64.58 77.39 31.80 51.15 12.00 34.12 36.13 54.22

C-12-ML 63.50 76.28 28.85 49.80 21.00 41.93 37.78 56.00
S-12-ML 64.15 77.30 30.49 50.96 19.50 40.24 38.05 56.17
P-C-11 65.44 78.29 31.48 50.55 17.50 38.89 38.14 55.91
P-S-11 33.69 52.63 19.34 39.59 12.00 31.11 21.68 41.11

P-C-11-ML 61.12 75.10 29.84 50.25 19.50 41.22 36.82 55.52
P-S-11-ML 46.44 63.60 21.31 42.75 13.00 31.14 26.92 46.50

P-C-12 65.87 78.34 32.46 51.45 20.50 40.54 39.61 56.78
P-S-12 27.21 47.65 19.67 38.42 12.50 30.77 19.80 38.95

P-C-12-ML 61.77 75.55 30.16 50.04 22.50 43.49 38.14 56.36
P-S-12-ML 35.42 55.40 22.30 42.02 12.00 31.40 23.24 42.94

Table 2: Results of different experiments. The best scores for each language are in bold.
(P = Pretrained, C = Cross-Entropy Loss, S = Cosine Embedding Loss, 11 = WOAW Not Used, 12 = WOAW Used,
ML = Translated Data Used)

(a) Positive effect (b) Negative effect

Figure 2: Figure a (left) shows an example of why the 12th feature vector can help. Given the phrase "Andromeda
tree" with "Andromeda" as the ambiguous word, by omitting the word "Andromeda" from the phrase "Andromeda
tree" resulting in "tree", it’s obviously clear that the related image should be a tree, not a galaxy. And figure b (right)
shows an example of why it can result in over-fitting. Given the phrase "Jungle lion" with "lion" as the ambiguous
word, by omitting the word "lion" from the phrase "Jungle lion" resulting in "Jungle", we can see that the model
predicted the jungle pictures as the most relevant pictures instead of lion picture which shows us over-fitting (The
phrase and the word are translated from Farsi. For the original version, refer to 196th example of Farsi test data).
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6 Conclusion

In this work, we proposed a system to relatively
compare the similarity between a phrase and 10
images. Also, we used an extra feature vector to
disambiguate the ambiguous word, Further more,
we used a subset of LAION-5B to pretrain the pro-
posed model to improve the generalization. The
proposed system beat the official baseline by 2.41%
and 2.39% in macro-averaged hit rate and MRR
respectively. The results show that using a massive
amount of data for pretraining, the proposed model
can be used to improve text-to-image retrieval sys-
tems by re-ranking the most related images.
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