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Abstract

Online articles using striking headlines that
promise intriguing information are often used
to attract readers. Most of the time, the infor-
mation provided in the text is disappointing to
the reader after the headline promised exciting
news. As part of the SemEval-2023 challenge,
we propose a system to generate a spoiler for
these headlines. The spoiler provides the in-
formation promised by the headline and elimi-
nates the need to read the full article. We con-
sider Multi-Task Learning and generating more
data using a distillation approach in our system.
With this, we achieve an F1 score up to 51.48%
on extracting the spoiler from the articles.

1 Introduction

The modern web is flooded with clickbait head-
lines and articles - text snippets that try to lure the
reader into clicking a link (Potthast et al., 2016) - so
readers often fall prey to misleading information.

Clickbait spoiling is a pressing issue that refers
to the phenomenon of clickbait headlines that are
used to gain attention and clicks to an article. The
answer to the question or statement raised in the
headline is typically a small part of the article.
Clickbait spoiling, the process of getting the an-
swer (the spoiler) to the raised problem in the ar-
ticle, provides this small part of the article which
enables readers to get the relevant information with-
out having to go through the entire article.
This work is part of the SemEval 2023 challenge
where our team chose to focus on the topic of
clickbait spoiling (Fröbe et al., 2023a), as it is a
widespread problem that affects millions of internet
users every day.
The first of two tasks is about spoiler type classifi-
cation, where an input text is given and the model
classifies the spoiler as either "phrase", "passage"
or "multi". A phrase spoiler denotes an article,
whose headline can be answered with a single word
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or short phrase. For "passage" spoilers the answer
is a few sentences long. Answers with multiple
spans are classified as the "multi" spoiler type.
The second task focuses on spoiler generation. A
clickbait post and a linked document are used as
input to generate a spoiler (Hagen et al., 2022a).
Within our work, we adopted the proposed base-
lines by Hagen et al. (2022a). Specifically, we ap-
plied Multi-Task Learning and extended the train-
ing dataset by incorporating additional data.

2 Background

This section introduces relevant background for the
distillation approach and multi-task learning.

2.1 Clickbait

Clickbait posts attempt to attract users with a con-
troversial or striking title (Zannettou et al., 2022).
The motivation behind this is to gain traffic on the
site or to scam users. There are two tasks related
to protecting users from clickbait: clickbait detec-
tion and clickbait spoiling. Fröbe et al. (2023a),
as the presenters of the SemEval-2023 Task 5, de-
fine clickbait spoiling as providing the information
promised by the headline of an article. Previous
approaches to clickbait spoiling used question an-
swering (QA) and passage retrieval (Hagen et al.,
2022b). The clickbait title promises some intrigu-
ing information, hence it acts as the question. A
model addressing this task needs to find the answer
to the title from the article body. There are several
specialized pipelines to address QA problems, de-
pending on whether the answer is extracted from
text or generated, the domain of the questions, and
the text type (Baumgärtner et al., 2022). A simple
approach to extractive QA is to use transformer
models with a question-answering head (Devlin
et al., 2019). This can be enhanced by using ensem-
bles (Li et al., 2021) or passage retrieval methods to
find relevant passages. Especially for open-domain
questions this can be used in combination with a
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retrieval system (Yamada et al., 2021).

2.2 Distillation

Distillation is a common approach in deep learning
where a model, the student, is trained by a teacher
model (Hinton et al., 2015). This transfer learning
setup allows adding unlabeled data into the training,
by letting the teacher create samples for the student
to train on. This semi-supervised data collection
method is suitable for tasks like ours with only a
limited amount of labeled datasets. (Wong and
Gales, 2016)

In addition to the data given, another corpus from
the “Clickbait Resolving Challenge“ (Hättasch and
Binnig, 2022) is related to clickbait spoiling. How-
ever, this corpus does not contain usable labels. To
address this challenge, we employed the student-
teacher approach to leverage the unlabeled dataset.
The dataset in question consists of 2635 samples for
English clickbait articles with the corresponding
title and was gathered from social media accounts
trying to resolve clickbait manually (Hättasch and
Binnig, 2022). Our task differs from the clickbait
resolving task in that, while the challenge requires
generative models to produce the resolution, our
task involves extracting the resolution from the
given article.

2.3 Multi Task Learning

To train a model for a task we often fine-tune the
model on the dataset to optimize a specific metric.
But for some tasks, there might be information that
the model does not take advantage of (Ruder, 2017).
Multi Task Learning (MTL) fine-tunes the model
on multiple tasks and optimizes several metrics si-
multaneously. This can enable the model to use
the information required for one task to solve an-
other task. With MTL, the tasks share parameters
and have task-specific parameters. Some possibili-
ties to implement this include using task-specific
heads (Ruder, 2017), or using parameter-efficient
training methods in combination with hyper net-
work (Karimi Mahabadi et al., 2021). We propose
a multitask setting to train on both tasks, the clas-
sification and spoiler retrieval to make use of the
overlap between the two tasks and help the model
learn the difference between the spoiler types.

3 System Overview

We propose a semi-supervised setup, allowing us to
use other clickbait datasets that are not annotated

Figure 1: Spoiler positions with respect to the article
length for each label

with a spoiler. This enables us to use more data for
training. To combine the training of both tasks we
explore a multi-task setup to train both sub-tasks
jointly. The system is evaluated using the Tira
platform (Fröbe et al., 2023b).

3.1 Analysis of given datasets
The dataset provided for this SemEval 2023 chal-
lenge includes a collection of articles and their
spoiler, along with their type and position. To
gain a better understanding of the data, we conduct
an analysis of the spoilers’ position. The dataset
consists of three labels: "phrase", "passage", and
"multi", which categorize spoilers as small sen-
tence spoilers, longer spoilers, and multiple spoil-
ers across the article, respectively. Figure 1 depicts
the spoiler position in relation to the article length.
Spoilers labeled as "multi" are counted individually.
Our analysis reveals that a large part of spoilers oc-
curs in the first tenth of the article, with a slight
increase observed in the last tenth. Especially for
passage and multi-spoiler types, spoilers tend to
be in the beginning while phrase spoilers are more
equally distributed. The remaining data is relatively
evenly distributed.

3.2 Semi-Supervised Learning
We want to assess the efficacy of augmenting un-
supervised data to the training and compare its
performance against the baseline. Focusing on
clickbait spoiling, we gather more labeled data by
predicting clickbait resolutions from the “Clickbait
Resolving Challenge” dataset (Hättasch and Bin-
nig, 2022) using a distillation approach for transfer
learning. Incorporating additional data contains the
risk of overlapping samples within the data. This
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presents a potential issue as including identical sam-
ples from the validation or test sets in the training
set would distort the performance results. Hence,
we perform text similarity analysis to identify and
remove duplicates.

Given two samples A and B, tokenize both titles.
If at least 70% of the words in the title overlap,
remove B. This results in the identification of 477
duplicates between the two datasets. The combined
datasets comprise 5244 entries, representing an
increase of 1863 entries compared to the original
dataset.

3.3 Multi Task Learning
To incorporate both tasks in the training, we fully
fine-tune the model on both tasks jointly. The two
tasks of identifying what answer type is necessary
to spoil the clickbait and then providing the infor-
mation to spoil it are closely related. We assume
that learning what type of spoiler is required is
beneficial for clickbait spoiling and the other way
around. Therefore, we propose a multitask setup
that addresses both tasks jointly. Given an input
article with the clickbait heading q and the article
body body, the model is required to classify the
spoiler type and provide the spoiler jointly. We
approach the two tasks as follows:

• Classification: Given (q, body) the model
classifies the article as passage, paragraph, or
multi by providing a score on how likely the
given sample is to be of that class.

• Extractive QA: The spoiling of the clickbait
can be modeled as extractive QA. Hence, the
model needs to identify the text spans that
provide the answer to the clickbait. The title
of the article acts as the question.

We use the RoBERTa model(Liu et al., 2019)
with two heads, a classification head, and a
question-answering head. For each training sam-
ple, both heads compute their prediction. For both
tasks, we use the cross entropy loss. The combined
loss is the sum of the losses for the individual tasks.

Lmulti = CLL(xclass, lclass) + CLL(xqa, lqa)

Hence, each training sample leads to parameter
updates taking into account both tasks. The model
architecture is illustrated in figure 2. During in-
ference, we can get the results for the individual
tasks by only adding the corresponding head to the
model.

RoBERTa

Classification Head QA Head

How to live forever! [SEP] ... eat healthy ....

0.6 0.1 0.3

PassagePhrase Multi

... eat healthy ....

Extracted
Spoiler

Figure 2: Multi Task Setup

4 Experimental Setup

In the following, we describe the experimental
setup for both of our system variations.

4.1 Semi-Supervised Learning
During the experiments, we fine-tuned several
pre-trained models to achieve the most optimized
performance. These models include "bert-base-
uncased", "roberta-base", "deepset/roberta-base-
squad2", and "deepset/deberta-v3-base-squad2"

To achieve the most optimal set of hyperparame-
ters for each pre-trained language model, a random
search approach was employed, resulting in each
model being trained 15 times with different hyper-
parameters. To prevent over-fitting, we used early
stopping with patience set to three. The hyperpa-
rameters that we tuned include the learning rate,
warmup ratio, maximum sequence length, and gra-
dient accumulation steps. The ranges of values for
each hyperparameter are summarized in Table 1.

Hyperparameter Value Range

Learning Rate 1e−4 - 5e−4

Warmup Ratio 0.02 - 0.1
Maximum Sequence Length 256, 384, 512
Gradient Accumulation Steps 1 - 8

Table 1: Ranges of values for each hyperparameter used
in our random search optimization.

We used the F1 score on the evaluation set as our
primary metric for selecting the best-performing
model. We assume it to be a more appropriate
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evaluation metric than "exact match" for our task,
as it provides a more balanced evaluation over all
spoiler types. We are using a distillation approach
with two models. The teacher model is trained on
the original data split called the Webis corpus. The
student model is trained upon the Webis corpus and
on an additional corpus, referred to as the CRC cor-
pus, which comprises data labeled by the teacher
model. Only the teacher model with the highest
performance was selected to serve as the basis for
training the student model. The selection of the
student models architecture was predicated on the
evaluation of the teacher model’s performance.

4.2 Multi Task Learning

We use adapter-transformers (Pfeiffer et al., 2020)
for implementing the multitask setup since it allows
flexible loading and managing of multiple heads.
Results from the semi-supervised experiments sug-
gest that the model benefits from pertaining on
squad. Hence, we are using the "deepset/roberta-
base-squad2" pre-trained weights during our ex-
periments. We train the model for 5 epochs with
a learning rate of 2e−5, 1e−4 and a batch size of
32. We use the data as proposed in (Hagen et al.,
2022b). To compare the different setups, we report
the balanced accuracy for the first task and the F1
score and exact matches for the second task.

5 Results

Table 2 shows the performance of various finetuned
classifiers on the task, measured in terms of F1

score. As a baseline we use a naive bayes (Ha-
gen et al., 2022b) and a fully fine-tuned RoBERta
model for both tasks and. The table 2 presents
the results of models trained on the Webis cor-
pus. Additionally, the table shows the performance
of the student models trained on both the Webis
corpus and the CRC corpus, denoted as "Webis
+ CRC". The "deepset/deberta-v3-large-squad2"
model trained on Webis + CRC achieves the high-
est F1 score of 51.48%, outperforming all other
models.

Looking at Table 2, we can see that for
the "deepset/deberta-v3-base-squad2" model, fine-
tuned on the Webis corpus, the F1 score is 49.69%.
However, when this same model is additionally
trained on the CRC corpus (denoted as "Webis +
CRC"), its performance improves to 50.7%. This
represents an improvement of 1.01% in F1 score,
indicating that the additional training on the CRC

corpus has a positive impact on the model’s perfor-
mance. These results demonstrate the effectiveness
of our distillation approach and the importance of
additional training data in improving the model’s
performance.

Table 3 summarizes the performance of our best-
performing model on a new set of evaluation met-
rics measuring more precisely how far the results
differ from the ground truth. The reported results
are for the test set. We evaluated the performance
of our Question Answering model in extracting
spoilers from a given text using three different
approaches: extracting spoilers from individual
phrases, passages, and multiple spoilers in a given
text, given the spoiler title. Our model achieved
a BLEU score of 62.02, a BERT score of 94.83,
and a Meteor score of 55.32 in extracting spoilers
from individual phrases. In comparison, the model
achieved a BLEU score of 19.45, a BERT score of
88.77, and a Meteor score of 41.13 in extracting
spoilers from passages, and a BLEU score of 11.39,
a BERT score of 88.65, and a Meteor score of 38.46
in extracting spoilers from multiple spoilers. These
results indicate that our model performs best in
extracting spoilers from individual phrases. How-
ever, the performance drops significantly regarding
passage and multi spoilers.

The MTL setup leads to an accuracy of 67.39%
in the development for the spoiler classification task
(Table 2) and an F1 score of 44.60% for the spoiler
extraction. The answer type classification seems to
be working rather well in the MTL setup, but the
spoiler extraction on the other hand does not seem
to benefit from this setup. Interestingly, the MTL
benefits from larger learning rates. Probably, the
model needs to adapt to solving both tasks jointly
first and needs larger updates for this.

Table 4 shows the results of the test set for the
spoiler type classification task. The precision,
recall, and F1 score for the different spoiler types
suggest that the classifier tends to classify the
answer type as "phrase" more often than the other
two classes. In the training dataset, the share of
phrase and passage spoilers are similar. Only
the "multi" spoilers have notably fewer training
samples.

For both tasks, our models perform best for the
samples with the phrase spoiler type. One possible
explanation for this is the usage of models that were
already fine-tuned on the squad dataset. The squad
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Data Model Accuracy F1 Exact Match

Webis Naive Bayes 56.15 - -

Webis roberta-base 73.08 - -
Webis roberta-base - 44.44 28.37
Webis bert-base-uncased 34.63 21.62
Webis deepset/roberta-base-squad2 - 48.53 33.38

Webis deepset/deberta-v3-base-squad2 - 49.69 34.0
Webis + CRC deepset/deberta-v3-base-squad2 - 50.70 35.25

Webis + CRC deepset/deberta-v3-large-squad2 - 51.48 36.13

Webis MTL + deepset/roberta-base-squad2[lr=2e−5] 66.41 27.05 15.00
Webis MTL + deepset/roberta-base-squad2[lr=1e−4] 67.39 44.60 29.38

Table 2: Comparison of the baseline, provided by (Hagen et al., 2022b), and our different approaches on the Webis
development dataset with their respective accuracy, F1 scores, and exact match scores.

Model BLEU BERT Meteor

Phrase-Spoiler 62.02 94.83 55.32
Passage-Spoiler 19.45 88.77 41.13
Multi-Spoiler 11.39 88.65 38.46

All-Spoilers 36.06 91.31 43.13

Table 3: Evaluation results in percent for task 2 of our
fine-tuned "deepset/deberta-v3-large-squad2" model on
the test set.

dataset contains questions with short answers that
are most similar to the phrase spoilers. Hence, the
pretraining might benefit the phrase spoilers the
most. Additionally, the distribution varies between
the spoiler types. As noted in section 3.1 the dis-
tribution of the phrase and multi spoiler types is
skewed towards the beginning of the article. This
might make the transfer harder.

6 Conclusion

In this work, we present a distillation approach
improving the performance of a fine-tuned deep
learning model on a clickbait spoiling task. We
extended the given dataset with additional automat-

Precision Recall F1

Phrase-Spoiler 66.28 80.85 72.84
Passage-Spoiler 73.85 63.77 68.44
Multi-Spoiler 69.85 54.60 61.29

Table 4: Results of the MTL setup with learning rate set
to 2e−5 for task 1 on the test set.

ically labeled examples through a semi-supervised
learning approach from a different dataset, which
led to an improvement in the model’s performance.

Additionally, we explored a Multi-Task learning
setup, where we tried to improve the performance
on both tasks further. As our results indicate a
lack in performance for longer spoiler extractions
sequences, we suggest for future work to further
investigate finding ways to extract these sequences.
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