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Abstract

This paper presents the submissions of the DH-
FBK team for the three tasks of Task 10 at
SemEval 2023. The Explainable Detection of
Online Sexism (EDOS) task aims at detecting
sexism in English text in an accurate and ex-
plainable way, thanks to a fine-grained annota-
tion that follows a three-level schema: sexist or
not (Task A), category of sexism (Task B) and
vector of sexism (Task C) exhibited. We use a
multi-task learning approach in which models
share representations from all three tasks, al-
lowing for knowledge to be shared across them.
Notably, with our approach a single model can
solve all three tasks. In addition, motivated by
the subjective nature of the task, we incorpo-
rate inter-annotator agreement information in
our multi-task architecture. Although disaggre-
gated annotations are not available, we artifi-
cially estimate them using a 5-classifier ensem-
ble, and show that ensemble agreement can be
a good approximation of crowd agreement. Our
approach achieves competitive results, ranking
32nd out of 84, 24th out of 69 and 11th out of 63
for Tasks A, B and C respectively. We finally
show that low inter-annotator agreement levels
are associated with more challenging examples
for models, making agreement information use-
ful for this kind of task.

 Warning: this paper contains exam-
ples that may be offensive or upsetting.

1 Introduction

The prevalence of sexism on the Internet can be
damaging to the women it targets and make online
spaces hostile. In order to address this, automated
methods are often used to identify sexist content on
a large scale, though typically only high-level cat-
egories are identified, without further explanation.
Improved interpretability and understanding of the
decisions made by artificial intelligence when flag-
ging what is sexist and why it is sexist could em-
power both users and moderators. Recently, the

SemEval-2023 Task 10 (Kirk et al., 2023) "Explain-
able Detection of Online Sexism" (EDOS) has been
proposed, to encourage research on sexist language
detection in a more accurate and explainable way.
This shared task focuses on exploring methods for
identifying explicit sexism and classifying the type
of behavior expressed into fine-grained categories
in English data from Gab and Reddit.

In this paper, we present the DH-FBK entries
for the three tasks of EDOS. We propose a multi-
task learning approach, a paradigm that leverages
training signals of related tasks at the same time
by exploiting a shared representation in the model.
In particular, we simultaneously train models on
all three tasks, corresponding to the three levels of
the annotation schema utilized. The hypothesis is
that the annotation levels contain mutually relevant
information, making knowledge sharing beneficial
for the execution of each task.

Furthermore, motivated by the subjectivity of the
task at hand and in connection to our research inter-
ests, we use an additional auxiliary task in the multi-
task configuration. Previous research (Leonardelli
et al., 2021; Reidsma and op den Akker, 2008;
Jamison and Gurevych, 2015) has showed how in
an offensive language detection task, training on
data with low levels of inter-annotator agreement
can be detrimental for model performance. How-
ever, recent research has also showed that this de-
pends on the reason for disagreement, and that it
can be helpful to include information about agree-
ment level when training (Sandri et al., 2023). As
disaggregated annotations are not available for par-
ticipants to use, we artificially estimate a measure
of agreement by using an ensemble of five clas-
sifiers to mimic annotator judgments on train set
items. We then use the level of agreement between
classifiers as a proxy for inter-annotator agreement,
and exploit this information in one of the tasks we
train our models on.

Moreover, in the analysis section of the paper,
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we discuss the impact of the auxiliary agreement
task on training, by showing a number of additional
experiments in which we compare the effect of us-
ing synthetic agreement information with that of
using actual gold crowd agreement information (re-
leased by organizers after competition end) and
the effect of removing data with low agreement
from training. Furthermore, we discuss impact of
agreement on test set, by showing how selecting
test data according to different levels of annota-
tors’ agreement has a strong effect on classifiers
performance.

Our method achieves competitive results on the
SemEval-2023 Task 10, ranking well in all the
tasks, especially the ones concerning the more fine-
grained classifications. With our approach, a single
model would suffice for achieving reasonably good
performance on all three tasks. However, we used
two models for our submission, given that the task
was designed so that the fine-grained tasks had
smaller test sets.

2 Related work

Currently, the definition of sexism and misogyny
is under discussion (see for example Richardson-
Self (2018)). One of the most widely accepted
definitions of misogyny involves the expression of
hostility and hatred towards women. In contrast,
sexism comprises any form of oppression or prej-
udice against women, ranging from more subtle
language to overtly hostile (as in the case of misog-
yny). Research on online misogyny and sexism is
relatively recent and in fast development.

One of the first attempts is by Waseem and Hovy
(2016). In the context of a broader investigation on
online hate speech, they categorised misogyny as a
sub-branch of hate speech (“hate towards women”)
and dedicated a part of their hate-speech dataset
to this. Interestingly, authors claim that annotat-
ing misogyny would require more than a binary
present/absent label.

In the same year, Hewitt et al. (2016) collected
the first dataset annotated for misogynistic content.
They aimed to highlight the challenges of identify-
ing misogynist abuse, rather than finding examples
of abusive tweets and analysed the usage of the
keywords such as cunt, slut and bitch, and revealed
how ‘they have crept into general use as a form of
address’, highlighting how the problem of defining
what constitutes misogynist language remains.

Research on automatic misogyny identification

further attracted attention when Anzovino et al.
(2018) proposed the first taxonomy of misogynistic
language behaviors in social media (five categories:
Discredit, Harassment & Threats of Violence, De-
railing, Stereotype & Objectification, and Domi-
nance). In the same year, Anzovino and colleagues
organised two shared tasks for the evaluation of
systems performing automatic misogyny identifica-
tion (AMI) in English, Italian, and Spanish (Fersini
et al., 2018a,b) with benchmarks annotated on two
levels, using the proposed taxonomy. After this
first attempt to categorise misogyny into different
types, other research works have proposed solu-
tions along the same line, creating new datasets,
extending taxonomies and adding new languages
(e.g. Rodríguez-Sánchez et al. (2020); Zeinert et al.
(2021); Almanea and Poesio (2022)).

3 Data and task description

The Explainable Detection of Online Sexism
(EDOS) task is focused on the detection of sex-
ism beyond high level categories. Sexism, defined
for the annotators of this corpus as “any abuse or
negative sentiment that is directed towards women
based on their gender, or based on their gender
combined with one or more other identity attributes”
(Kirk et al., 2023), is in fact often identified by
automatic systems in a binary fashion, with tools
simply flagging online content as sexist or not sex-
ist, providing no further details or explanations.
Content moderation based on this kind of tools,
however, can often result in poor explainability and
interpretability (Kirk et al., 2023). The goal of the
EDOS task is that of developing models for detect-
ing sexism in English that are both more accurate
and more explainable, thanks to more fine-grained
annotations in the training data.

3.1 The “Explainable Detection of Online
Sexism” (EDOS) dataset

The organizers of SemEval-2023 Task 10 provide
participant teams with the “Explainable Detection
of Online Sexism” (EDOS) annotated dataset, a
dataset containing social media posts from Gab
and Reddit introduced in Kirk et al. (2023).

The EDOS dataset contains 20,000 posts anno-
tated according to a three-level annotation schema,
illustrated in Figure 1:

1. Posts are annotated as sexist or not sexist, fol-
lowing the binary categorization of most sex-
ism detection tools. Sexist posts are the mi-
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Figure 1: Taxonomy of the EDOS dataset. The figure is adapted from the figure provided by the task organizers
(Kirk et al., 2023).

nority, and constitute around 24% of the en-
tire dataset1. Sexist posts are then annotated
according to the other two levels of annota-
tion, while posts that are not sexist are only
assigned the binary label.

2. Posts annotated as sexist are annotated with
the category of sexism they exhibit. The
EDOS dataset is annotated according to 4 pos-
sible categories: (1) threats, (2) derogation,
(3) animosity, and (4) prejudiced discussions.
Categories are also distributed unevenly, with
threats constituting 9% of the posts, deroga-
tion 47%, animosity 34%, and prejudiced dis-
cussions 10%.

3. Posts labeled as sexist are also annotated with
the vector used for conveying sexist content.
The taxonomy used by EDOS includes 11 pos-
sible vectors of sexism, each of them associ-
ated with one of the 4 categories in the second
level of annotation. The list of vectors can be
seen in the right part of Figure 1.

Each item has been annotated by a crowd of
three. A more detailed description of the annotation

1Abusive language identification datasets in general tend
to have imbalanced classes. The average percentage of abu-
sive posts in abusive language detection datasets found in the
survey by Vidgen and Derczynski (2021) is 36.7%.

schema, along with definitions and examples, is
provided in Appendix B.

3.2 Task setup

The EDOS task is divided into three subtasks, or-
ganized hierarchically reflecting the taxonomy of
the dataset (Section 3.1).

1. TASK A - Binary Sexism Detection: a two-
class (or binary) classification where systems
have to predict whether a post is sexist or not
sexist;

2. TASK B - Category of Sexism: for posts
which are sexist, a four-class classification
where systems have to predict one of four cat-
egories: (1) threats, (2) derogation, (3) ani-
mosity, (4) prejudiced discussions;

3. TASK C - Fine-grained Vector of Sexism:
for posts which are sexist, an 11-class classi-
fication where systems have to predict one of
11 fine-grained vectors.

For all three tasks, the metric used by the orga-
nizers for evaluation is macro-averaged F1 score,
since it gives the same weight to all classes, and all
tasks are imbalanced classification tasks.
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4 Methods

Given the hierarchical nature of the taxonomy of
the EDOS task, there are strong correlations among
the three subtasks. For instance, identifying the
presence of a vector in a post (task C) necessar-
ily implies both identifying a specific category of
sexism (task B) and identifying a post as sexist
(task A). Because of this, we aim at leveraging
the information shared across the annotation levels
with multi-task learning, a paradigm that aims at
exploiting training signals of related tasks at the
same time by using a shared representation in the
model (Caruana, 1997).

In addition to exploiting the information shared
across the levels of annotation for the three sub-
tasks, we aim at leveraging information on how
potentially ambiguous or challenging a post can be.
Given that during the participation in the EDOS
task we had no information on inter-annotator
agreement level or disaggregated annotation for
each post, we “artificially” created an agreement la-
bel for each post using an ensemble of 5 classifiers,
which we refer to as ensemble agreement. The
idea of exploiting classifier agreement follows the
finding by Leonardelli et al. (2021) that classifier
ensembles can be useful for identifying ambigu-
ous or challenging posts in the context of offensive
language detection. We describe the process we
followed for assigning ensemble agreement labels
in Section 4.1.

4.1 Ensemble agreement

Our goal is that of estimating a level of agreement
for each post, which can then be exploited as addi-
tional information in our multi-task training setup,
in addition to the three EDOS subtasks. In order to
do this, we employ an ensemble of classifiers.

To obtain an approximation of agreement level
for each post, we divide the available training
data X using 5 folds, creating 5 separate 80/20
train/validation splits so that each example in X
is in the validation set of one fold. This is neces-
sary for us to have (i) an ensemble prediction for
each example and (ii) enough data for training the
ensemble classifier we use to estimate agreement.

More specifically, we divide the training data
X into 5 subsets X1, X2, ..., X5. We then create
5 folds using these subsets so that each subset is
used as validation data once. Then, for each fold,
the steps we follow for labeling training instances
with ensemble agreement are:

1. We train 5 multi-task classifiers C1, ..., C5 on
the training data for the current fold. The
details of the classifiers are discussed in Sec.
4.1.1.

2. We use the multi-task classifiers C1, ..., C5 to
predict the annotations of the examples in the
validation set of the current fold.

3. Based on the predictions of the classifiers, we
assign ensemble agreement labels to the val-
idation set of the current fold based on how
many classifiers agree with the actual gold
annotation. The ensemble agreement label is
thus a number between 0 and 5. This proce-
dure is further explained in Sec. 4.1.2.

In the end, we use 5 classifier ensembles to esti-
mate agreement levels, each constituted by 5 multi-
task classifiers in turn.

4.1.1 Multi-task classifiers
The five classifiers we use in each of our ensem-
bles are multi-task, so that they can learn from all
three levels of annotation in EDOS at the same
time. The rationale is that all annotation levels can
improve model performance as they contain useful
and (partially) non redundant information.

Specifically, we use a pre-trained model (in our
case, RoBERTa base (Liu et al., 2019)) as the
shared encoder for all tasks. We fine-tune the en-
coder using the implementation by van der Goot
et al. (2021) of the inverse square root learning rate
decay used in Howard and Ruder (2018), while a
separate decoder is utilized by each task. Through
this method, all tasks benefit from the of mutual
signals encoded via a shared representation that is
jointly fine-tuned during training.

The tasks we use for our multi-task models cor-
respond to the three annotation levels in the EDOS
dataset, as well as the three subtasks of the EDOS
shared task, and are weighted equally:

• Binary classification of sexism (corresponding
to Task A in the EDOS shared task).

• Category of sexism classification (EDOS Task
B), which in this case is remapped to 5 classes
(0-4) instead of 4 (1-4), so that the 0 label can
be used for examples annotated as not sexist
in the first level of annotation, which means
they have no category of sexism assigned to
them. This is necessary in order for the multi-
task models to still have an output for each

1897



Figure 2: The design of the multitask model used for Task A predictions (MT_TASKA).

task regardless of the predictions for the other
tasks.

• Vector of sexism classification (EDOS Task
C), which is remapped so as to allow for a “no
vector” label ("0"). The labels used for this
task are therefore 12 (0-11).

In addition to being able to leverage information
across levels of annotation, multi-task models also
have the advantage of having multiple outputs. As
a result, our multi-task models can predict all three
levels of annotation simultaneously.

4.1.2 Agreement estimation
After training 5 multi-task classifiers for each fold,
we use them to predict the annotation of the texts in
the validation split for the current fold on all three
annotation levels, i.e. binary annotation of sexism,
category of sexism, and sexism vector.

We then compare the predictions of the 5 classi-
fiers in the current fold’s ensemble with the gold
labels in the EDOS dataset, and for each annota-
tion level we assign an ensemble agreement label
corresponding to the number of classifiers in the
current ensemble that predicted the correct gold
label, between 0 and 5. In practice, this results
in the addition of three labels to our data: (i) the
ensemble agreement for binary classification (task
A), (ii) the ensemble agreement for category classi-
fication (task B), and (iii) the ensemble agreement
for vector classification (task C).

The estimations of agreement level we obtain
using the ensemble models are then used as auxil-
iary tasks in the models we use for our final sub-
missions, in addition to the multi-task framework

described in Sec. 4.1.1. We describe our models in
Section 4.2.

4.2 Models

We participated in each of the three tasks proposed
within the EDOS challenge. Using the multi-task
paradigm, where all subtasks are simultaneously
solved, a single model could suffice to have a pre-
dictions for all the subtasks. However, the EDOS
task was organized so that in the evaluation phase
first the test set for Task A was released. Given that
the Tasks B and C depend on the binary annota-
tion of sexism - as category and vector annotations
are only available for posts annotated as sexist - a
subset of the Task A test set with only sexist posts
was released at a later date and constituted the test
set for Tasks B and C. As a result, using only one
model to solve all the three tasks would result in
error propagation from Task A to Tasks B and C,
especially with regards to false negatives, i.e. posts
that were incorrectly identified as not sexist in Task
A, which would have no Task B or Task C predic-
tions. To solve this issue, we build two separate
models, one for Task A and one for Tasks B and C.

4.2.1 Task A model
For our Task A submission, we use a multi-task
setup similar to that of the classifiers in the ensem-
bles (Section 4.1.1), with the additional task of pre-
dicting ensemble agreement on Task A. The model,
from now on MT_TASKA, is therefore trained on
one main task and three auxiliary tasks, as illus-
trated in Figure 2:

• Binary sexism classification (Task A, 2
classes), which we use as the main task, mean-
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Figure 3: The design of the multitask model used for Task B and Task C predictions (MT_TASKBC).

ing that the predictions of this task are the
output we consider for our predictions,

• Sexism category classification (Task B, 4
classes + 1), remapped so that there is an ad-
ditional 0 label for posts that are considered
not sexist,

• Sexism vector classification (Task C, 11
classes + 1), remapped again so that there is an
additional 0 label for posts that are considered
not sexist,

• Ensemble agreement prediction of binary sex-
ism labels from Task A (6 classes).

4.2.2 Tasks B and C model
The MT_TASKBC model, which we use for our
Task B and Task C submissions, is built similarly
to the MT_TASKA model. Given that for tasks B
and C the test set is composed exclusively of sex-
ist posts, Task A information (binary classification
of sexism) is unnecessary. We therefore discard
Task A information for this model, using the sex-
ism category (Task B) and sexism vector (Task C)
annotations along with their respective ensemble
agreement measures. This results in four tasks for
our multi-task setup, illustrated in Figure 3:

• Sexism category classification (Task B, 4
classes), main task whose output is used for
our Task B predictions,

• Sexism vector classification (Task C, 11
classes), main task whose output is used for
our Task C predictions,

• Ensemble agreement prediction of sexism cat-
egories from Task B (6 classes),

• Ensemble agreement prediction of sexism vec-
tors from Task C (6 classes).

5 Experiments

In this section, we first outline the experimental
setup, then we present the results of our models on
the three tasks. We finally show some additional
analyses and discussion.

5.1 Experimental Setup

We employ the MaChAmp v0.2 toolkit (van der
Goot et al., 2021) and RoBERTa-base (Liu et al.,
2019) as our shared encoder. All tasks are ad-
dressed as classification tasks (with different num-
ber of classes according to tasks). We fine-tune ev-
ery model (around 110M trainable parameters) on
one GPU2 for 10 epochs using default MaChAmp
hyperparameter values (see Table 4 in Appendix).
In addition, during training we let each class re-
ceive equal weight so that minority classes are
not underrepresented, and we also introduce loss
weights. The multi-task learning loss is computed
as L =

∑
t λtLt, where Lt is the loss for task t

and λt the corresponding weighting parameter, and
we provide a different loss weight for the auxiliary
tasks. For model MT_TASKA, we empirically set
λt = 1 for the main task, and λt = 0.5 for the other
tasks. For model MT_TASKBC, we empirically
set λt = 0.7 for the two main tasks, and λt = 0.25
for the two auxiliary tasks.

2NVIDIA Titan Xp
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We only use the (labelled) data supplied by the
organizers and split 90% of it into a training set and
10% into a development set. In order to maximize
the effectiveness of our method, we generate 5
models starting from 5 pseudo-random seeds, and
label the test according to the majority (3/5). As for
multi-class tasks (B and C), a 3/5 majority is not
always present. In this case, we randomly select
among the prediction of the 5 models.

5.2 Results

The official results for our submissions for Tasks
A, B and C are shown in Table 1. We report macro-
averaged F1 score and overall rank of our systems,
as well as those of the best performing team for
comparison.

Task A As shown in Table 1, the predictions of
our MT_TASKA model obtain a macro F1 score
of 0.8402, and rank 32nd out of 84 submissions, in
the highest half of the leaderboard. The difference
with the best system is relatively little in terms of
F1 (∆ 0.036), but the rank achieved is quite low.
This is likely caused by the high number of teams
that participated in this task and that scored very
close to one another.

Task B Our MT_TASKBC model ranked 24th

out of 69 participating teams on the official leader-
board, scoring an F1 of 0.7326. With respect to
Task A, we ranked higher, though now the score dif-
ference from the best system is greater and reaches
almost 10 points.

Task C Our MT_TASKBC model ranked 11th

out of 63 participating teams on the official leader-
board, reaching an F1 of 0.5606. This is the task
where we ranked best among the submitted tasks.

As mentioned in Section 5.1, in order to enhance
our competitiveness, for each of the two configu-
rations used to solve the tasks, we run 5 restarts
and submit predictions as the majority aggrega-
tion. For Task A, the average F1 of the 5 models
is 0.8355, thus the usage of five restarts advanced
our performance on average 0.005, correspond-
ing (hypothetically) to 10 positions on the leader-
board. For task B, the mean result of the single
models is 62.792±0.601 (F1±std), which gives an
advantage on average of 4 positions on the leader-
board. For task C, the result of the single models is
46.484±0.611 (F1±std), which gives an advantage
on average of 11 positions on the leaderboard.

TASK A F1 rank
Task Best System 0.8746 1/84

MT_TASKA 0.8402 32/84

TASK B F1 rank
Task Best System 0.7326 1/69

MT_TASKBC 0.6385 24/69

TASK C F1 rank
Task Best System 0.5606 1/63

MT_TASKBC 0.4935 11/63

Table 1: Official test set results of our models compared
to the system that best performed in the shared task

5.3 Analysis: the role of agreement

In this section, focusing on Task A, we explore
the correlation between ensemble agreement and
crowd agreement and the role of agreement in both
training and testing. Besides the 5-classifier en-
semble agreement used in our multi-task system,
in this section we also consider crowd-annotations,
released by organizers after the competition ended.
As the crowd of annotators is composed by three,
it maps into two levels of agreement: full agree-
ment (3/3) and disagreement (2/3). To statistically
compare the results of sections 5.3.2 and 5.3.3, we
run 12 reruns and report the average and standard
deviation of the predictions.

5.3.1 Synthetic and crowd agreement
correlation

To evaluate the validity of approximating annotator
agreement with a classifier ensemble, we computed
Pearson’s correlation coefficient between the agree-
ment of the classifiers and that of annotators (for
ensemble agreement, values of 4 and 5 for classifier
agreement were considered agreement, while lower
values disagreement). A similarity between the two
patterns of agreement is detected as they present
a moderate correlation (r = 0.33). However, the
5 classifiers are trained on identical experimental
setups, just varying the composition of the train-
ing set from the same dataset. Introducing more
variety in the classifiers constituting the ensemble
could increase ability of the ensemble to represent
disagreements.

5.3.2 Role of agreement in train set
Table 2 shows the additional experiments we con-
duct to examine the role of agreement in train-
ing data, especially in function of the type and
level of agreement (crowd-annotators or artificial
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Exp. Config. Aux. agr. task on Training on Tr. size F1±std
1. MT_taskA class. ens.-agr. all 16,000 0.836∗ ±0.003
2. MT_taskA class. ens.-agr. class. ens.-agr. > 1 14,527 0.836∗ ±0.002
3. MT_taskA crowd-agr. all 16,000 0.837∗ ±0.003
4. MT_taskA - all 16,000 0.831 ±0.004
5. taskA only - all 16,000 0.826 ±0.007

Table 2: Classifier performance (F1) with different subsets of the training set, and on different types of agreement
(artificial, crowd). Statistically significant results (compared to the lowest F1 among MT config.) marked with (∗)

5-classifier ensemble). For this set of experiments,
we follow the same experimental setup we used
for Task A predictions, except for Exp.4, where we
omit the auxiliary task on agreement and Exp.5,
where we trained the system only on the principal
task (Task A) without any multi-task. For each ex-
periment, we present F1 scores averaged across 12
reruns and the standard deviation.

Exp.1 configuration reproduces exactly the sub-
mitted system for Task A (see Sec. 4.2.1 and 5).
Exp. 2 also uses the same configuration, but it is
trained using a smaller train set, i.e.data with low
artificial agreement are removed from the training
(all items that are correctly classified by less than
2 of the 5-classifier ensemble). This is inspired by
results in Leonardelli et al. (2021), showing how
training on data with low agreement is not bene-
ficial. Indeed in Exp.2, even by removing up to
almost 10% of the training data (with low agree-
ment), performance is not decreasing. In Exp.3, the
artificial agreement used for the auxiliary task on
agreement is replaced by the crowd-agreement val-
ues (agreement/disagreement). Results show how
indeed crowd-agreement and artificial agreement
can be both used for this task. Moreover in Exp.4,
to assess the impact of agreement task from the
multitask configuration, the task on agreement is
removed. Indeed, this setup scores the lowest F1

among the results of Table 2. Finally, Exp.5 shows
how the performance for Task A, when removing
multi-task learning, decreases.

To reliably assess the differences in performance
between the models, we run significance statistics.3

Exp. 1, 2 and 3 all take agreement into considera-
tion, either by removing data with low agreement or
by using an the agreement auxiliary task on crowd

3We implement Almost Stochastic Order (Dror et al., 2019;
Del Barrio et al., 2018) as implemented by Ulmer et al. (2022).
For the 4 experiments utilizing multi-task paradigm, we com-
pare the models’ scores across the 12 restarts and consider a
threshold of τ = 0.2 to measure statistical significance. This
threshold is equivalent to a Type I error rate of p-value .05
based on Ulmer et al. (2022).

or artificial agreement. Interestingly these three
tasks do not statistically differ among them, but
all of them statistically differ from Exp. 4, where
agreement is not considered.

5.3.3 Role of agreement in test set
We assess the variations in performance based on
the agreement of crowd-annotators on evaluating
the test set. To this end, we divide our test set into
two subsets based on agreement level and calculate
F1 separately for each one. The results of Table 3
suggests a drastic reduction in classification perfor-
mance when handling low crowd-agreement data,
showcasing that ambiguous data are the most diffi-
cult to classify. This finding replicates findings re-
ported by Leonardelli et al. (2021), which observed
similar outcomes on offensive language detection
task, in their dataset and also and is systems submit-
ted for a popular hate speech benchmark. Interest-
ingly, when separating the offensive and not offen-
sive classes, 3 shows how performance is lower for
the offensive one. Though, the drop in performance
when classifying data not unanimously annotated is
present for both classes. However, for the offensive
one, the drop in performance when data present dis-
agreement is worse, as F1 diminishes and reaches
the worst performance overall, indicating these are
the most difficult cases to classify.

Test on
Test

F1
F1

size Not off. Off.
crowd-agr. 3/3 3,115 0.896 0.96 0.827
crowd-agr. 2/3 885 0.676 0.796 0.55

Table 3: Performance of submitted model for Task A
on subsets with different crowd-agreement level. We
report the average macro-F1 obtained from 12 restarts
for the overall results

6 Conclusion

In this paper, we described the systems submit-
ted for EDOS SemEval-2023 Task 10. We utilize
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a multi-task learning approach which allows our
models to share representations across all three
tasks of EDOS. Additionally, due to the subjective
nature of this task, we include inter-annotator agree-
ment information into our multi-task framework.
As disaggregated annotations are not available, we
artificially estimate them with a 5-classifier ensem-
ble. Our system achieved competitive results on
the official leaderboard ranking in upper half in all
three tasks, without relying on any external data.

Moreover, we conducted a thorough analysis on
the role and impact of agreement on Task A (Ta-
ble 2). We showed how, while using an ensemble
to construct artificial agreement for training mod-
els can be a complex and expensive task, it can
be replaced by the crowd-annotations agreement
if available, making the method more viable. We
showed how taking agreement into consideration
during the training phase can be done in different
ways while still being beneficial. Furthermore, by
considering F1s relatively to test data with different
crowd-agreement levels, we show how the perfor-
mance of our system drastically decreases when
evaluating more "difficult" items, i.e. items where
annotators disagreed, for which labels thus reflect
only a partial consensus towards one or the other
judgments.

We hypothesise that agreement could play an im-
portant role on classification of finer-grained labels
for sexism (Task B and C), given that for higher
levels of accuracy (and higher number of options
available for annotation), more personal sensitiv-
ity comes into play. We leave this aspect for the
near future investigation. Finally, data for which
annotators failed to reach unanimous consensus are
around 22% of the current dataset, and represent
an important challenge in terms of classification
performance, in part due to the fact that they rep-
resent subjective points of view in judgements that
are legitimate in this type of tasks. Our hope is that
our work can contribute to the debate about the im-
portance of having different points of view, rather
than disregarding them, when compiling datasets
and designing classifiers.

Limitations

The current investigation only applies to English
and needs to be expanded to other languages, with
the option of adapting the used taxonomy to fit
different languages. Furthermore, the current data
does not take into account more subtle forms of sex-

ism, which can be overt or implicit. Additionally,
the investigation into the role of agreement that
has been conducted for Task A is missing for tasks
B and C and requires further exploration. Finally,
while our method for estimating agreement appears
to reliably estimate actual crowd agreement levels,
it could not work equally well in circumstances dif-
ferent from ours, so the use of artificial agreement
measures should be investigated further.
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A Hyperparameters

Hyperparameter Value

Optimizer AdamW
β1, β2 0.9, 0.99
Dropout 0.3
Epochs 10
Batch size 32
Learning rate (LR) 0.0001
LR scheduler Slanted triangular
Decay factor 0.38
Cut fraction 0.2

Table 4: Default MaChAmp hyperparameter settings
(van der Goot et al., 2021) used for all our experiments.

B Label definitions and examples

The descriptions of the vectors and relative exam-
ples provided by the task organizers are presented
in table 5.
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Category Vector Definition Example

1. Threats, plans to
harm and incitement

1.1 Threats of harm Expressing intent, willingness or desire to harm
a woman, group of women or individual women.
This could include, but is not limited to: physical,
sexual, emotional or privacy-based forms of harm.

I’ll kill any women that talks
back to me

1.2 Incitement and en-
couragement of harm

Inciting or encouraging an individual, group, or
general audience to harm a woman or group of
women. It includes language where the author
seeks to rationalise and/or justify harming women
to another person.

Raping her would put her in
her place

2. Derogation
2.1 Descriptive attacks Characterising or describing women in a deroga-

tory manner. This could include, but not limited
to: negative generalisations about women’s abili-
ties, appearance, sexual behaviour, intellect, char-
acter, or morals.

Women’s football is so shit,
they’re so slow and clumsy

2.2 Aggressive and
emotive attacks

Expressing strong negative sentiment against
women, such as dislike, disgust, or hatred. This
can be through direct description of the speaker’s
subjective emotions, baseless accusations, or the
use of gendered slurs, gender-based profanities
and gender-based insults.

I hate women

2.3 Dehumanising at-
tacks and overt sexual
objectification

Derogating women by comparing them to non-
human entities such as vermin, disease or refuse,
or overtly reducing them to sexual objects.

Women are pigs

3. Animosity

3.1 Causal use of gen-
dered slurs, profanities
and insults

Using gendered slurs, gender-based profanities
and insults, but not to intentionally attack women.
Only terms that traditionally describe women are
in scope (e.g. ’bitch’, ’slut’).

Stop being such a little bitch

3.2 Immutable gender
differences and gender
stereotypes

Asserting immutable, natural or otherwise essen-
tial differences between men and women. In some
cases, this could be in the form of using women’s
traits to attack men. Most sexist jokes will fall
into this category.

Men and women’s brains are
wired different bro, that’s just
how it is

3.3 Backhanded gen-
dered compliments

Ostensibly complimenting women, but actually
belittling or implying their inferiority. This
could include, but is not limited to: reduction
of women’s value to their attractiveness or sexual
desirability, implication that women are innately
frail, helpless or weak.

Women are delicate flowers
who need to be cherished

3.4 Condescending ex-
planations or unwel-
come advice

Offering unsolicited or patronising advice to
women on topics and issues they know more about
(known as ’mansplaining’)

My gf always complains
about period pains but she
just doesn’t understand the
medical science for eliminat-
ing them!

4. Prejudiced
Discussions

4.1 Supporting mis-
treatment of individual
women

Expressing support for mistreatment of women as
individuals. Support can be shown by denying,
understating, or seeking to justify such mistreat-
ment.

Women shouldnt show that
much skin, it’s their own fault
if they get raped

4.2 Supporting sys-
temic discrimination
against women as a
group

Expressing support for systemic discrimination
of women as a group. Support can be shown by
denying, understating, or seeking to justify such
discrimination.

The leadership of men in
boardrooms is a necessary
evil—corporations need to be
efficiently run

Table 5: Detailed definitions of vectors and examples by Kirk et al. (2023).
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