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Abstract

This paper presents an approach to tackle the
task of Visual Word Sense Disambiguation
(Visual-WSD), which involves determining the
most appropriate image to represent a given
polysemous word in one of its particular senses.
The proposed approach leverages the CLIP
model, prompt engineering, and text-to-image
models such as GLIDE and DALL-E 2 for both
image retrieval and generation. To evaluate
our approach, we participated in the SemEval
2023 shared task on “Visual Word Sense Dis-
ambiguation (Visual-WSD)” using a zero-shot
learning setting, where we compared the ac-
curacy of different combinations of tools, in-
cluding “Simple prompt-based” methods and
“Generated prompt-based” methods for prompt
engineering using completion models, and text-
to-image models for changing input modality
from text to image. Moreover, we explored
the benefits of cross-modality evaluation be-
tween text and candidate images using CLIP.
Our experimental results demonstrate that the
proposed approach reaches better results than
cross-modality approaches, highlighting the po-
tential of prompt engineering and text-to-image
models to improve accuracy in Visual-WSD
tasks. We assessed our approach in a zero-shot
learning scenario and attained an accuracy of
68.75% in our best attempt.

1 Introduction

Visual Word Sense Disambiguation (Visual-WSD)
is a challenging task in natural language process-
ing that aims to disambiguate words or phrases
with multiple possible meanings and retrieve the
image that best matches the semantic content of the
input text. The SemEval 2023 shared task on "Vi-
sual Word Sense Disambiguation (Visual-WSD)"
provides a valuable benchmark for evaluating the
performance of Visual-WSD systems (Raganato
et al., 2023). In this paper, we propose an approach
to Visual-WSD that utilizes the CLIP (Radford
et al., 2021) model for image retrieval and prompt

engineering with OpenAI’s completion model for
generating images from textual descriptions. We
describe our methodology and experimental results,
including our use of zero-shot learning and compar-
ison of two text-to-image models, GLIDE (Nichol
et al., 2021) and DALL-E 2 (Ramesh et al., 2022),
for image synthesis. Furthermore, we compare the
performance of our approach with image retrieval
using CLIP encoders for both input text and can-
didate images, finding that our best result using
generated images reaches better results than us-
ing text and images for evaluation. Our findings
suggest that prompt engineering and text-to-image
models have the potential to significantly improve
the accuracy of image retrieval tasks. Finally, we
discuss the implications of our results for future
research in this area. We should note that we only
test our model with English texts, and not the op-
tional Persian and Italian languages as part of the
competition.
The outline of the paper consists of four sec-
tions: Background, System Overview, Experimen-
tal Setup, and Conclusion. In the Background sec-
tion, the authors provide an overview of the prob-
lem of Visual Word Sense Disambiguation and its
importance in natural language processing. The
System Overview section outlines the proposed
approach, which involves using CLIP, prompt en-
gineering, and text-to-image models for image re-
trieval and synthesis. The Experimental Setup sec-
tion describes the evaluation methodology and the
results obtained using different combinations of
tools. Finally, the Conclusion section summarizes
the findings and highlights future research opportu-
nities in Visual-WSD.

2 Background

Visual Word Sense Disambiguation (Visual-WSD)
is a challenging problem in natural language pro-
cessing that aims to disambiguate word meanings
using visual cues. Traditional WSD methods rely
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on textual data, but they may not always be effec-
tive in multiple meanings or ambiguous contexts.
Visual-WSD approaches use visual information,
such as images or videos, to provide additional
context for word disambiguation (Barnard et al.,
2003).

The CLIP model is a state-of-the-art model for
zero-shot image classification and retrieval that has
the potential for Visual-WSD tasks. CLIP stands
for Contrastive Language-Image Pre-training, and
it was developed by OpenAI. CLIP is a neural net-
work that is pre-trained on a large corpus of text and
images and is able to encode both modalities into a
shared embedding space. This allows for efficient
retrieval of images that are semantically similar to
input text, even in zero-shot settings (Radford et al.,
2021).

Prompt engineering is a technique used to gen-
erate more effective prompts for models such as
CLIP (?). In the context of Visual-WSD, prompt
engineering involves generating textual prompts
that include limited textual context and the target
word or phrase. These prompts are used to syn-
thesize images that are semantically related to the
input text (Liu et al., 2023).
OpenAI’s Completion models are one example of
a prompt engineering technique that can generate
high-quality prompts (Liu and Chilton, 2021).

Text-to-image models like GLIDE and DALL-
E 2 can be used for image retrieval and synthesis
in Visual-WSD tasks. GLIDE is a text-to-image
model developed by OpenAI that is able to gener-
ate high-quality images from textual descriptions
(Nichol et al., 2021). DALL-E 2 is another text-to-
image model developed by OpenAI that can gener-
ate complex images from textual prompts (Ramesh
et al., 2022). These text-to-image models can be
used to generate images that are semantically re-
lated to the input text, providing additional context
for word disambiguation.

Our goal in this study is to contribute to the
growing body of research on Visual-WSD and to
inspire further development in this important area
of natural language processing.

3 System Overview

Our Visual-WSD system consists of three main
components: prompt engineering, text-to-image
systems, and evaluation using CLIP. Figure 2 pro-
vides a high-level overview of our system architec-
ture.

3.1 Prompt Engineering

Prompt engineering is a process in natural language
processing that involves creating well-formed and
informative prompts to guide a language model to-
ward producing relevant and accurate outputs(Liu
et al., 2023). In the context of Visual Word Sense
Disambiguation (Visual-WSD), this process in-
volves generating a set of prompts that can be used
to retrieve relevant images using pre-trained image
generation models such as DALL-E 2 or GLIDE.
Two prompt types were used: Simple prompts and
Generated prompts. Simple prompts involved con-
catenating the word and a limited textual context
together as ‘I want to describe ’ + word + ‘ as it
means ’ + limited textual context while "Gener-
ated prompts" used OpenAI’s completion models
as Simple prompt + ‘, can you describe it as pic-
ture?’ then the output of the model will be the
input of the text-to-image model as you can see
in Figure 1a (Logan Iv et al., 2022). Figure 2a
shows an example of simple and generated prompt.
The experiments show that prompt engineering im-
proved the accuracy of image retrieval tasks and
reduced the need for large amounts of labeled data.

3.2 Text-to-Image Systems

The text-to-image systems subsection is a crucial
component of our approach to Visual Word Sense
Disambiguation. In this subsection, we aim to con-
vert textual descriptions of a word or phrase into
images that are in the same data modality as the
candidate images and can be used for comparison
with them. This conversion process involves using
text prompts to generate images that match the se-
mantic content of the input text. We evaluate the
performance of two different text-to-image mod-
els, DALL-E 2 and GLIDE, to determine which
one can best generate images that accurately reflect
the intended meaning of the input text prompts.
By comparing the performance of these models,
we can determine which one is best suited for our
Visual-WSD task and can help improve the accu-
racy of image retrieval tasks.

3.3 Evaluation using CLIP

Finally, we evaluate the accuracy of our Visual-
WSD system using CLIP, a state-of-the-art model
for zero-shot image classification and retrieval. We
explore the benefits of cross-modality evaluation
between text and candidate images using CLIP en-
coders for both input text and images. Our experi-
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(a) Image-modality comparison method. Using CLIP encoders for both input text and candidate images. The CLIP model is used
to retrieve the candidate images that best match the input text prompts, and the retrieved images are evaluated against the ground
truth images.

(b) Cross-modality comparison method. Text prompts are used to generate images using text-to-image models. The CLIP image
encoder is used to encode both the generated images and candidate images, and the closest match is selected.

Figure 1: System overview of our Visual-WSD approach

mental results show that the proposed approach out-
performs cross-modality approaches and highlights
the potential of prompt engineering and text-to-
image models to improve accuracy in Visual-WSD
tasks.

The evaluation using the CLIP aims to compare
the performance of different methods in Visual
Word Sense Disambiguation (Visual-WSD) using
the CLIP model for image retrieval. We use the
CLIP encoders to represent both the generated im-
age or textual prompts and candidate images and
compute the cosine similarity between them to find
the most relevant image. We evaluate the effec-
tiveness of this approach in comparison to other
methods, including prompt engineering and text-to-
image models such as DALL-E 2 and GLIDE. On
the overall performance of the system, you can see
in Figure 2. Our experiments show that using the
same modality of data, the CLIP model for image
retrieval can achieve competitive performance in
Visual-WSD tasks in comparison to cross-modality

image retrieval.

4 Experiment Setup

The study involved an image selection task using
a dataset that requires selecting an image that cor-
responds to a given word and limited textual con-
text. Two types of prompts were used: "Simple
prompts", which involved concatenating the word
and limited textual context to create a text prompt,
and "Generated prompts," which involved using
OpenAI’s "text-davinci-003" Completion model to
"Generated prompts" by adding the phrase ", can
you describe it as a picture?" to the end of the "Sim-
ple prompts".

Two text-to-image models, GLIDE and DALL-
E 2, were used to generate images from the text
prompts. The generated images and candidate im-
ages were then processed using the "ViT-B/32"
CLIP model to obtain embeddings. Cosine sim-
ilarity was used to compare the embeddings and
determine the closest image to the input text.
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(a) Simple Prompt and Generated Prompt example.

(b) The left image is the main paired image with the word "Andromeda" in the given dataset. The center image was generated by
DALL-E 2, and the right image was generated by GLIDE using simple prompts for the same word.

(c) The image generated by DALL-E 2 (left), and the image generated by GLIDE (right) using Simple prompts for the word
"Andromeda"

Figure 2: Example of prompts and generated Images. We can see the difference in results due to the difference in
prompt engineering and text-to-image models.

5 Results and Conclusions

We conducted experiments to evaluate the perfor-
mance of our Visual Word Sense Disambiguation
(Visual-WSD) system using two different text-to-
image models: GLIDE and DALL-E 2. The sys-
tem was evaluated with two different prompts: a
"Simple prompt" that combines the target word and
limited textual context, and a "Generated prompt"
that is generated using a completion model and
also conduct an experiment to evaluate a system
that uses "Simple prompt" and candidate images
for Visual-WSD task.

Our results show that the "Generated prompt"
with DALL-E 2 leads to the highest accuracy of
68.75%, while the lowest accuracy of 18.75% was
achieved using the "Simple prompt" with GLIDE.
In our research, it was observed that DALL-E 2
outperformed GLIDE with statistically significant
results when evaluated using "Simple prompts" and

"Generated prompts", exhibiting a respective im-
provement. While using cross-modality embed-
dings achieve 56.25% accuracy.

Moreover, we observed that changing the
prompts from "Simple prompts" to "Generated
prompts" can substantially improve the accuracy
of GLIDE from 18.75% to 43.75%, and DALL-E
2 from 62.5% to 68.75%.

The results are summarized in Table 1, which
shows the accuracy of the system using different
methods. Overall, the findings suggest that prompt
engineering and text-to-image systems are effec-
tive in improving the accuracy of Visual-WSD sys-
tems and that DALL-E 2 reaches better results than
GLIDE in this task. Also, we found that in the
same dataset, converting the text modality into the
image modality, and finding the most similar im-
age when input and candidate images are in the
same modality instead of cross-modality evalua-
tion, we can improve the accuracy. This issue can

1963



Table 1: Results of Visual Word Sense Disambiguation using different methods

Data Modality Prompt Type Text-to-Image model Accuracy
Image Modality Simple prompt GLIDE 18.75%
Image Modality Simple prompt DALL-E 2 62.5%
Image Modality Generated prompt GLIDE 43.75%
Image Modality Generated prompt DALL-E 2 68.75%
Cross Modality Generated prompt - 56.25%

be an inspiration that sometimes we can get differ-
ent results without changing the input content and
only by converting the modality. We hope that this
idea can be followed in the future to improve our
disambiguation systems.
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