
Proceedings of the The 17th International Workshop on Semantic Evaluation (SemEval-2023), pages 2075–2081
July 13-14, 2023 ©2023 Association for Computational Linguistics

YNU-HPCC at SemEval-2023 Task 6: LEGAL-BERT based Hierarchical
BiLSTM with CRF for Rhetorical Roles Prediction

Yu Chen, You Zhang, Jin Wang, and Xuejie Zhang
School of Information Science and Engineering

Yunnan University
Kunming, China

Contact: chenyv@mail.ynu.edu.cn, yzhang0202@ynu.edu.cn

Abstract

To understand a legal document for real-world
applications, SemEval-2023 Task 6 proposes a
shared Subtask A, rhetorical roles (RRs) pre-
diction, which requires a system to automati-
cally assign a RR label for each semantical seg-
ment in a legal text. In this paper, we propose
a LEGAL-BERT based hierarchical BiLSTM
model with conditional random field (CRF) for
RR prediction, which primarily consists of two
parts: word-level and sentence-level encoders.
The word-level encoder first adopts a legal-
domain pre-trained language model, LEGAL-
BERT, initially word-embedding words in each
sentence in a document and a word-level BiL-
STM further encoding such sentence represen-
tation. The sentence-level encoder then uses
an attentive pooling method for sentence em-
bedding and a sentence-level BiLSTM for doc-
ument modeling. Finally, a CRF is utilized to
predict RRs for each sentence. The officially
released results show that our method outper-
formed the baseline systems. Our team won
7th rank out of 27 participants in Subtask A.

1 Introduction

In populous countries, the number of pending legal
cases has been rising exponentially. For instance,
in India, according to the National Judicial Data
Grid1, as of 04 July 2022, the Supreme Court of In-
dia had approximately 6 million cases pending, and
with the addition of other local courts, there will be
far more than 6 million cases pending. It is urgent
to require an automatic legal system, which helps
practitioners extract accurate and valid information
from legal documents, for efficient legal processing.
To this end, SemEval-2023 proposes a shared Task
6 (Modi et al., 2023), LegalEval, for understand-
ing legal texts, which mainly comprises of three
subtasks including rhetorical roles (RRs) predic-
tion, legal named entity recognition (L-NER), and

1https://njdg.ecourts.gov.in/
hcnjdgnew/?p=main/pend_dashboard

court judgment prediction with explanation (CJPE),
respectively.

• Subtask A RR Prediction. Structuring unstruc-
tured legal documents into semantically coher-
ent units.

• Subtask B L-NER. Identifying relevant enti-
ties in a legal document.

• Subtask C CJPE. Predicting the outcome of a
case along with an explanation.

Focusing on the RR prediction task, it requires a
system to structure unstructured legal documents
into semantical segments that are aligned with RR
labels such as preamble, fact, ratio, etc. Such seg-
mentations as fundamental building blocks are cru-
cial for many legal artificial intelligence (AI) appli-
cations, e.g., judgment summarizing, judgment out-
come prediction, and precedent search. Due to the
shared task having preprocessed legal documents
by splitting them into several semantical sentences
as coherent units, RR prediction in Subtask A could
be regarded as a sentence-wise sequence labeling
task that predicts a RR label for each sentence in a
legal document.

With the increasing growth of deep learning
(DL) and advanced pre-trained language models
(PLMs) (Devlin et al., 2019), various natural lan-
guage processing (NLP) tasks have been effectively
addressed, such as sentiment analysis (Wang et al.,
2018; Zhang et al., 2021b,a), named entity recog-
nition (Zhou and Su, 2002), and text classification
(Soni et al., 2022; Cho et al., 2014). For instance,
SciBERT-HSLN (Brack et al., 2021) introduced a
sequential sentence classification method for RR
predictions. To further consider the problem of low
shift probability in sentence labels, several works
adopted label shift prediction as an auxiliary task
for accurate RR prediction (Kalamkar et al., 2022).
Although general PLMs, e.g., BERT (Devlin et al.,
2019), RoBERT (Liu et al., 2019), and AlBERT

2075

https://njdg.ecourts.gov.in/hcnjdgnew/?p=main/pend_dashboard
https://njdg.ecourts.gov.in/hcnjdgnew/?p=main/pend_dashboard


LEGAL 
BERT

1x x sN
1
nsx 2

nsx
w

ns
Nx

LEGAL 
BERT

LEGAL 
BERT

Attentive 
Pooling

Attentive 
Pooling

...

... ...

......... ... ...

... ...

... ...

Conditional Random Field

w

ns
N...1

ns 2
ns

1
nsh 2

nsh w

ns
Nh
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Figure 1: The overview of the proposed method.

(Lan et al., 2019), have shown a robust ability to
effectively model most natural language texts and
be deployed in real-world applications, they are
difficult to apply directly for RR prediction tasks.
The main reason is that legal texts differ from gen-
eral texts used for existing model training. Most
of the legal texts are much longer than the input
(512 tokens) of most pre-trained models. Moreover,
legal texts contain a lot of specialized terminology,
and pre-trained models that are not trained on the
legal corpus may not work particularly well.

To address the above problem, we proposed
LEGAL-BERT-based (Zheng et al., 2021) hier-
archical BiLSTM (bidirectional long short-term
memory) with conditional random field (CRF)
(Bhattacharya et al., 2023), denoted as HLBERT-
CRF, for RR prediction. LEGAL-BERT is a legal-
specific PLM that further trains the BERT model on
legal domain data. HLBERT-CRF primarily con-
sists of two parts: word-level and sentence-level
encoder. Word-level encoder based on LEGAL-
BERT is first proposed to encode sentence repre-
sentations via BiLSTM. Sentence representations
are then integrated via attention pooling and further
encoded via BiLSTM at the sentence level, result-
ing in a document representation that contains a
set of sentence embeddings. Finally, a CRF-based
classifier predicts probabilities over various RR la-
bels. Moreover, we found that using a hard-voting
strategy gained more performance. A detailed ex-
periment is conducted on Subtask A of SemEval-
2023 shared Task 6, revealing our team won the
7th rank out of 27 participant teams.

The remainder of the paper is structured as fol-
lows. Section 2 provides a detailed description of
the proposed method. Extensive experiments are
conducted and analyzed in Section 3, and conclu-
sions are drawn in Section 4.

2 System Description

This section mainly describes the proposed
HLBERT-CRF model for RR predictions. As
shown in Fig. 1, HLBERT-CRF primarily consists
of two parts, including word-level and sentence-
level encoders. The word-level encoder is intented
to generate sentence representations; the sentence-
level encoder aims to generate document repre-
sentation containing sentence embeddings that are
utilized for predicting sentence-wise RR labels by
the CRF module. Before introducing the proposed
model in detail, we first formulate the RR predic-
tion tasks.

2.1 RR Prediction Task
Given a legal document x, which is seman-
tically segmented into Ns sentences x =
[x1,x2, . . . ,xNs ]. Each sentence xns =
[xns1 , xns2 , . . . , xnsNw

], ns ∈ [1 : Ns] contains Nw

tokens split by special tokenizers, such as word-
piece tokenizer (Devlin et al., 2019). The RR pre-
dictor tasks regarded as sentence-wise sequence
labeling tasks require a system fθ(ŷ|x) to predict
the ground-truth sentence labels y ∈ RNs (Ma
et al., 2021), where θ is the whole parameters in
the system and each dimension in y is the ground-
truth RR label index in the RR label list with a
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Figure 2: A paradigm of hard-voting strategy.

vocabulary size of C.

2.2 Word-level Encoder
The word-level encoder is built from LEGAL-
BERT and word-level BiLSTM. To tokenize each
sentence into sequential tokens xns, we adopt a
BERT tokenizer compatible with LEGAL-BERT
PLM.
LEGAL-BERT: LEGAL-BERT will first be used
as a word embedding tool to project discrete tokens
into a high-dimensional real-valued space, for nsth
sentence:

wns = LEGAL-BERT(xns) ∈ RNw×dw , (1)

where dw denote the dimensionality of word em-
bedding.

Due to LEGAL-BERT could feasibly adapt le-
gal domain datasets and generate contextual word
embeddings, it facilitates efficient modeling of sen-
tence and document representations in legal texts
by hierarchical BiLSTM.
BiLSTM: LSTM is a sequential model, which
employs three gate units to address the gradient
vanishing problem occurring in traditional recur-
rent neural networks (RNNs). Given a sentence
representation wns = [wns

1 , wns
1 , ..., wns

Nw
] as the

input of an LSTM layer, LSTM cell calculate tth
(t ∈ [1 : Nw]) word representation hnst as,

it = σ(Lineari([hnst−1, w
ns
t−1]))

ft = σ(Linearf ([hnst−1, w
ns
t−1]))

ot = σ(Linearo([hnst−1, w
ns
t−1]))

C̃t = tanh(Linearc([hnst−1, w
ns
t−1]))

Ct = ft ⊙ Ct−1 + it ⊙ C̃t

hnst = ot ⊙ tanh(Ct)

, (2)

where Linearm(·) presents the one-layer fully-
connected layer, m ∈ {i, f, o, c} stand for input

gate, forget gate, output gate, and cell state, respec-
tively; [·; ·] is the concatenation manner and ⊙ is
the element-wise multiplication.

LSTM generally model sequence forward, i.e.,
left-right, lacking further contextual features for
sentence representation. Therefore, we also intro-
duce a backward LSTM to model sentence repre-
sentation from right to left (Lample et al., 2016).
Thus, BiLSTM at word level modeling each sen-
tence is simply formulated as,

hns = BiLSTM(wns) ∈ RNw×dh

= [
−−−−→
LSTM(wns);

←−−−−
LSTM(wns)]

, (3)

where dh is the output feature dimension and
hns = [hns1 , hns2 , ..., hnsNw

] is the nsth sentence rep-
resentation of the output of the word-level encoder.

2.3 Sentence-level Encoder
Sentence-level encoder model sentence represen-
tation h = [h1,h2, . . . ,hNs ] ∈ RNs×Nw×dh

to capture document representation h′ =
h′1, h′2, . . . , h′Ns ] ∈ RNs×dh′

, which mainly
comprises of attentive pooling, sentence-level BiL-
STM, and CRF-based sequential label classifier.
Attentive pooling: To integrate a sentence rep-
resentation with sequential tokens into a seman-
tic vector, attentive pooling is introduced. In
terms of the nsth sentence representation hns =
[hns1 , hns2 , ..., hnsNw

] , its integral representation is
denoted as hns and formulated as,

anw = score(hnsnw)

= vT tanh(Linearatt(hnsnw)) ∈ R1

αnw =
exp(anw)

Nw∑
i

exp(score(hnsi ))

∈ R1

hns =

Nw∑

i

hnsi ·αi ∈ Rdh

, (4)

where v and Linearatt(·) are a trainable vector pa-
rameter and a fully-connected layer in attentive
pooling, respectively. The nw represents the nwth
token in nsth sentences.
Sentence-level BiLSTM: To further model long-
range dependency among sentences, we use an-
other BiLSTM applied to integral sentence rep-
resentations in a document. Based on integral
sentence representations ĥ = [h1, h2, ..., hNs ] ∈
RNs×dh , the sentence-level BiLSTM calculates
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a document representation with sentence embed-
dings by

h′ = BiLSTM(ĥ) ∈ RNs×dh′
. (5)

CRF-based classifier: Following the previous
work for sequence labeling tasks (Bhattacharya
et al., 2023), we employ a CRF-based classifier to
predict the RR label for each sentence embedding.
CRF-based classifier considers not only the cur-
rent sentence representation but also the relatedness
among RR labels for RR prediction, formulated as,

ŷ = CRF-Classifier(h′) , (6)

where ŷ ∈ RNs is predicted RR labels for each
sentence.

2.4 Hard Voting Strategy
To further leverage the performance of RR predic-
tions in Subtask A, we use a hard-voting strategy
to assemble multiple HLBERT-CRF models for an
ultimate inference. As shown in Fig. 2, given Nv

HLBERT-CRF models that are initialized with dif-
ferent random seeds and individually trained on the
same training datasets, the final sequential label is
selected according to the RR labels with the max-
imum votes recommended by different models in
the statistic (Farooqi et al., 2021).

3 Experimental Results

In this section, extensive experiments were con-
ducted and analyzed.

3.1 Datasets
RR prediction tasks provided a RR corpus, which is
collected from Indian Court websites and mixed of
Supreme Court judgments, High Courts judgments,
and district court judgments. The corpus is split
into train, dev, and test datasets (Malik et al., 2021).
Only train and dev datasets can be available for any
participant and used for system optimization. while
test datasets used to evaluate the performance of
submitted models are peculiar to task organization.
A detailed statistic of the corpus is listed in Table
1.

Each entry contains three parts: ID, annotations,
and data. ID is the unique identifier of the docu-
ment; data is the actual judgment; and annotations
include the sentence ID, sentence text, sentence
position in the judgment text (marked by start and
end), and label of the sentence. It should be noted

Dataset Docs Sentences Tokens Avg.
Train 247 28,986 938k 3,797
Dev 30 2,879 88k 2,947
Test 77† 8,450† 261k† 7403†

Table 1: The detailed statistics of the RR corpus. Avg.
denotes the average tokens per document. † represents
figures referred to Malik et al. (2021) and corresponding
data not available for participant teams.

that this is a multi-class classification task where
each sentence has only one label. There are 13
kinds of labels such as preamble, fact, ratio, argu-
ments, etc.

3.2 Evaluation Metrics
To evaluate the performance of participant systems,
the organizer provides weighted micro-F1 score as
the official metric.

• F1 score

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =
Precision× Recall
Precision + Recall

· 2

, (7)

where TP, FP, and FN represent the number
of predicted true-positive, false-positive, and
false-negative samples, respectively, given a
certain RR label as a positive label and others
as negative labels.

• Weighted F1 score

weighted-F1 =
C∑

c

Ec

E
F1,c , (8)

where C is the number of RR label types;
Ec, F1,c, and E denote the number of samples
with respect to label c, F1 score as label c
being positive label, and the total number of
samples, respectively.

3.3 Implementation Details
Hyper-parameters. For token splitting, the
BERT-base-uncased tokenizer is used. To
build legal documents as hierarchical structures, we
chose the maximum number of sentences in each
document of a batch of samples as the fixed doc-
ument length (Ns). For documents less than such
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Hyper-parameter Values
Learning rate 3e-5
Dropout 0.5
Batch size 32
Max epoch 30
Early stopping 5
Word-level BiLSTM hidden state
(dh)

768

Sentence-level BiLSTM hidden
states (dh′)

768

Maximum gradient 1.0
Learning rate epoch decay 0.9
Voting members 20

Table 2: Hyper-parameters in our model.

document length, zeroed sentences are padded at
the end of them. Regarding sentence length (Nw),
we set it to 128. Then, sentences less or longer
than 128 tokens will be zeroed-token padded or
truncated. LEGAL-BERT is initialized from well
pre-trained checkpoint2. The dimensionalities of
word embedding (dw), sentence representation (dh)
and document representation (dh′) are identical and
set to 768. In terms of optimization, we use Adam
as the optimizer and gradient clip strategy for avoid
gradient explosion. More detailed hyper-parameter
settings can be found in Table 2.

Note that, all parameters are selected in grid
search method, monitored on the best Dev per-
formance. The code of this paper is availabled
at https://github.com/cy330874054/
2023_task6_RR_predition/
Baselines: To investigate the effect of the proposed
method, we introduce several baseline models. Ini-
tially, we replace the LEGAL-BERT (Zheng et al.,
2021) with other PLMs, such as XLNet (Yang et al.,
2019), RoBERTa (Liu et al., 2019), ALBERT (Lan
et al., 2019), and BERT (Devlin et al., 2019). Next,
we altered hierarchical structures as baselines to
investigate effect of the hierarchical BiLSTM.

3.4 Result and Analysis
Comparative results are reported in Table 3, which
is categorized into two groups.

The first group comprises hierarchical BiLSTM-
CRF models with different PLMs as word embed-
dings. It can be observed that, with varying em-
beddings, RR prediction models perform differ-

2https://huggingface.co/docs/
transformers

Model weighted-F1

XLNet‡ 0.5722
RoBERTa‡ 0.6330
ALBERT‡ 0.6863
BERT‡ 0.7918
HLBERT-CRF 0.8079
HLBERT-CRF
w/ Transformer structure 0.6276
w/o word-level BiLSTM 0.7803
w/o sentence-level BiLSTM 0.6248
w/o both-level BiLSTM 0.5633

Table 3: Comparative weight-F1 score on Dev dataset.
PLMs‡ mean they substitute for LEGAL-BERT in
HLBERT-CRF.

Model weighted-F1

HLBERT-CRF 0.8140
HLBERT-CRF w/ hard vote 0.8146

Table 4: Test weight-F1 scores of w/ and w/o hard-
voting.

ently. The main reason is that PLMs may learn
different specific knowledge during pre-training
phases, and their diverse supervision objectives
make the learnt information to different extents.
The proposed method that utilizes LEGAL-BERT
achieves the best results, because LEGAL-BERT
is pre-trained in a large legal corpus and easy to
facilitate legal-specific downstream tasks, i.e., legal
RR prediction.

In the second group, we conduct several ab-
lation studies to investigate the effect of hierar-
chical structure. First, we replace the word and
sentence-level BiLSTM with Transformer layers
as HLBERT-CRF w/ Transformer structure, which
reduces weighted-F1 scores. This scenario reveals
that BiLSTM is more suitable for building hierar-
chical structures than Transformer layers. More-
over, with the drops of word or sentence or both-
level BiLSTM, corresponding performance is si-
multaneously degraded, further demonstrating the
effect of BiLSTM-based hierarchical structure for
RR predictions.

Finally, the proposed HLBERT-CRF model won
the 7th rank out of 27 participant teams in SemEval-
2023 shared Task 6 (Subtask A) with a weighted-F1
score of 0.8146. Table 4 reported feedback test
performance in two submissions. The proposed
model introducing a hard-voting ensemble strat-
egy slightly outperforms the model without hard-
voting.
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In summary, the priority of the proposed model
is three-fold: 1) introducing a legal-specific PLM
to initialize word embeddings; 2) regarding RR pre-
diction as a sentence-wise sequence labeling task
and employing a hierarchical BiLSTM with CRF
as the backbone; 3) adopting hard-voting ensemble
strategy for performance improvement.

4 Conclusions

In this paper, we proposed an HLBERT-CRF model
for RR prediction. HLBERT-CRF utilizes hierar-
chical BiLSTM with CRF structure the backbone
and introduces legal-specific PLM, LEGAL-BERT,
for knowledge transferring. As a result, HLBERT-
CRF with a hard-voting strategy won the 7th in
SemEval-2023 shared Task 6 (Subtask A).

In the future, we will explore more complex legal
text-based NLP tasks by devising more efficient
structures and explainable modules.
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