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Abstract

In SemEval-2023 Task 1, a task of applying
Word Sense Disambiguation in an image re-
trieval system was introduced. To resolve this
task, this work proposes three approaches: (1)
an unsupervised approach considering similari-
ties between word senses and image captions,
(2) a supervised approach using a Siamese neu-
ral network, and (3) a self-supervised approach
using a Bayesian personalized ranking frame-
work. According to the results, both supervised
and self-supervised approaches outperformed
the unsupervised approach. They can effec-
tively identify correct images of ambiguous
words in the dataset provided in this task.

1 Introduction

In several natural languages, there are ambiguous
words that denote different meanings depending
on their contexts. For example, the word “bank”
in English may have different senses including “fi-
nancial institution” and “riverside”. To identify the
exact sense of an ambiguous word for a particular
context, a Natural Language Processing (NLP) task
called Word Sense Disambiguation (WSD) was in-
troduced (Navigli, 2009; Bevilacqua et al., 2021).
Despite the fact that WSD has been a long-standing
task, it is still challenging to apply WSD methods
to downstream NLP applications (Lopez de Lacalle
and Agirre, 2015; Raganato et al., 2017). Therefore,
the organizers of SemEval-2023 Task 1 proposed
a task of using WSD in an information retrieval
system (Raganato et al., 2023). Specifically, given
a word and some limited textual context, the task
is to select among a set of candidate images the
one corresponding to the given word’s intended
meaning.

According to the goal, two challenges are raised.
The first challenge is how to disambiguate a given
word based on a given context. Normally, a human
brain differentiates multiple senses of an ambigu-
ous word based on prior knowledge and experience.

Similarly, in the case of machines, external knowl-
edge is required to map an ambiguous word to
its actual meaning. Many knowledge-based WSD
methods have been relying on external lexical re-
sources such as WordNet (Miller, 1995). These
resources contain word senses which can be ex-
tracted for disambiguation (Huang et al., 2019).
The second challenge is how to match a word with
an image. In many image retrieval systems, word
representations/embeddings and image represen-
tations/embeddings are learned in a way that al-
lows word-image association (Bengio et al., 2013).
This work adopts this approach to learn word-sense
and image embeddings in order to associate word
senses with their corresponding images. We pro-
pose three approaches utilizing WordNet to disam-
biguate words and learn word-sense embeddings
and image embeddings for image retrieval. These
approaches are (1) an unsupervised approach using
word senses and image captions, (2) a supervised
approach using a Siamese neural network to learn
word-sense and image embeddings, and (3) a self-
supervised contrastive learning approach using a
Bayesian personalized ranking framework.

2 Related Work

There are a number of methods that have been
researched in WSD. The first method is Knowl-
edge based method that relies on lexical resources
and dictionaries (Yarowsky, 1993). The second ap-
proach is supervised machine learning methods
that use manually sense-annotated corpora, e.g,
Train-O-Matic (Pasini and Navigli, 2017), which
is a language-independent that generates sense-
annotated training instances for senses of words.
The third approach involves semi-supervised meth-
ods that use both labeled and unlabeled data and
therefore the amount of annotated data need not
to be large. Taghipour and Ng (2015) proposed
a method that uses word embeddings such that
words are in a continuous space. These word em-
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beddings come from unlabeled data and therefore
this method becomes semi-supervised. The fourth
approach is unsupervised machine learning meth-
ods that use clusters to identify the different oc-
currences of word senses. For instance, Yarowsky
(1995) presented an unsupervised learning algo-
rithm trained on unannotated text. Supervised
methods have outperformed all the other methods.
However, due to the lack of a flexible knowledge
base, they might be replaced by neural networks
that use sequence learning for word disambiguation.
In this work, we use WordNet, a lexical database,
to disambiguate the context phrases to get the dif-
ferent senses of words that describe the gold image.

3 System Description

3.1 Sense-Caption Similarity Approach
Our aim of using WSD is to associate a word w in
a context phrase to its most appropriate sense using
WordNet1 based on their synonymy, hyponymy, hy-
pernymy, and antonymy. The word senses for the
individual words in the complex phrase containing
two tokens are obtained using a series of steps as il-
lustrated in figure1. We will consider an ambiguous
context phrase “leucaena genus” the phrase con-
tains two words w1 and w2. We lemmatize these
words to get the two lemmas and assign a POS
tag per lemma, e.g., [(‘leucaena’, ‘NN’), (‘genus’,
‘NN’)]. After that, we query WordNet to find the
word senses of the two tokens. All word senses
obtained from WordNet are then concatenated by
“or” and used as final word senses of w.

To match an image with a word sense, we com-
pare the caption of each image with the word sense
of a given word. The model used for generating
image captions is called the Neural Image Cap-
tion (NIC) model2 (Vinyals et al., 2015). The NIC
model is a combination of convolutional neural
networks (CNNs) and recurrent neural networks
(RNNs). The CNN component of the model pro-
vides the capability to extract and encode important
visual features from the image, while the RNN com-
ponent of the model generates a natural language
caption based on the encoded image features. As-
suming that the NIC model should contain prior
knowledge of image understanding, in this work,
we adopt this model to generate image captions
and match them with word senses. Image captions
are generated by first loading the training dataset

1https://wordnet.princeton.edu/
2https://github.com/soloist97/Show-And-Tell-Keras

Figure 1: The step-by-step representation of obtaining
word senses

and constructing a vocabulary. This vocabulary is
then utilized to convert words into numerical rep-
resentations that the NIC model can understand.
The best model weights are loaded into a greedy
inference model, a specific type of NIC model. The
model processes an image into a feature vector and
produces the final caption for the image through
the decoder function.

An NLP-based approach for determining the sim-
ilarity between sentences is implemented. This
approach starts with loading a dataset including
word senses and image captions generated as afore-
mentioned. Each word sense/image caption is pre-
processed by using spaCy’s NLP functions3. This
includes removing stop words, lemmatizing the
words, and creating a new text string from the lem-
matized words. Then, for each word, the cosine
similarity between its concatenated word senses
and a caption of each candidate image is computed.
The image with the highest similarity is finally se-
lected as an answer.

3.2 Binary Classification Approach

Let w denote a word and I denote a set of candidate
images, this approach determines a pair of w and
an image i ∈ I whether i is the correct image
for w. First, the original dataset is converted to
a binary classification dataset. For each word w
and each candidate image i, (w, i) is labeled as 1

3https://spacy.io/
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Figure 2: The proposed supervised binary classification approach and semi-supervised contrastive learning approach

if i corresponds to the intended meaning of w (a
positive image) and 0 otherwise (a negative image).

For each sample (w, i), a word-sense embedding
and an image embedding are used as input. For
each w, to obtain a word-sense embedding, its word
senses are first generated as in Section 3.1. Then,
the pre-trained Sentence-BERT4 model (Reimers
and Gurevych, 2019) is used to generate an em-
bedding of these senses. As for images, their
embeddings can be extracted from various meth-
ods. In this work, we use ORB (Rublee et al.,
2011), KAZE (Alcantarilla et al., 2012), and the
pre-trained image classification model VGG16 (Si-
monyan and Zisserman, 2014) to generate image
embeddings. Given an image, ORB and KAZE
extract multiple feature vectors depending on the
number of key points in that image. A mean pool-
ing method is applied to these feature vectors to
obtain an image embedding. For VGG16, an im-

4https://www.sbert.net/

age embedding is extracted from the first fully-
connected layer of this model.

We propose a binary classifier based on a
Siamese neural network to predict the probability
of an image i being a positive image. The idea is to
let a classifier learn the similarity between a given
word-sense embedding and image embedding as
in a Siamese neural network. Siamese neural net-
works are exceptionally effective for identifying the
similarity between two comparable objects such as
sentences (Neculoiu et al., 2016) and images (Koch
et al., 2015). Therefore, a Siamese neural network
is adopted in this work to learn the similarity be-
tween word-sense and image embeddings. How-
ever, since input word-sense and image embed-
dings have different sizes, we first project these
embeddings into the same D-dimensional latent
space so that they have the same dimension. Then,
these projected embeddings are passed through a
Siamese neural network module to produce final
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embeddings as follows:

w∗ = (WT
3 (W

T
1 w + b1) + b3) (1)

and
i∗ = (WT

3 (W
T
2 i+ b2) + b3) (2)

where W1 denotes a weight matrix projecting w
into a D-dimensional latent space, W2 denotes a
weight matrix projecting i into a D-dimensional la-
tent space, W3 denotes a shared weight matrix
of a Siamese neural network module for learn-
ing a final embedding, and b1, b2, and b3 are
biases. Based on final embeddings w∗ and i∗,
three similarity measures are then computed as
follows: s1 = |w∗ − i∗|2, s2 = |w∗|2 − |i∗|2, and
s3 =

w∗·i∗
||w∗||||i∗|| where s1 denotes the square of the

difference, s2 denotes the difference of two squares
and s3 denotes the cosine similarity. These simi-
larity measures are then concatenated and used as
input of an output layer, a fully-connected layer
with a sigmoid activation function as follows:

yw,i = σ(WT [s1; s2; s3] + b) (3)

where yw,i indicates the probability of image i be-
ing classified as 1, i.e., image i is corresponding
with an intended meaning of w and W denotes a
weight matrix of the output layer. After training,
for each w and a given set of candidate images I,
an image i ∈ I that yields the highest yw,i among
other images is selected as an answer.

3.3 Contrastive Learning Approach
This approach also utilizes word-sense embeddings
obtained from Sentence-BERT and image features
extracted via image processing techniques or pre-
trained models (see Section 3.2). Given a word
w, this approach learns to rank each image i ∈ I
based on a score defined as follows:

yw,i = (w∗)T i∗ + βw + βi (4)

where w∗ = (WT
1 w + b1) is a latent embedding

of w, i∗ = (WT
2 i + b2) is a latent embedding of

i, βw = (VT
1 w + b1) and βi = (VT

1 i + b1) are
biases of w and i respectively where W1, W2, V1,
and V2 are parameters. To learn these parameters,
we adopt a Bayesian personalized ranking (BPR)
framework (Rendle et al., 2009) which is a popu-
larly used contrastive learning framework. Let i+

be a positive image that corresponds to the intended
meaning of w and i− be a negative image that does
not correspond to the intended meaning of w. For

each word w, a positive image is identified from
the original dataset and the rest of the candidate
images can be treated as negative images. For each
negative image in the candidate set, (w, i+, i−) is
added to the BPR training set D. Based on this
training set, the loss function is defined as

∑

(u,i+,i−)∈D
1− σ(yu,i+ − yu,i−) (5)

A stochastic gradient-descent algorithm is adopted
for training with this optimization criterion. Similar
to the previous approach, an image i ∈ I that yields
the highest score yw,i is selected as a final output.

4 Experiments

4.1 Experimental Setup

We split the training set provided by the organizers
into a training set (80%), a validation set (10%),
and a test set (10%). The organizers also provided
a trial set during the trial phase and a test set dur-
ing the evaluation phase. Our approaches were
compared with the baselines as follows:

• Sense-caption: the proposed unsupervised
approach in Section 3.1. All parameters in the
NIC model were set as in this repository5.

• MLP: a multi-layer perceptron (MLP) binary
classification model using a concatenation
of word-sense embedding and image embed-
ding as input. This model consists of a fully-
connected layer with an output size of 1024
and a ReLU activation function followed by
an output layer with a sigmoid function. An
L2-norm regularizer was applied on the fully-
connected layer with a regularization factor of
10−4. The model was trained for 500 epochs
using an Adam optimizer and binary cross-
entropy as a loss function.

• Siamese: the proposed binary classification
approach based on a Siamese neural network
described in Section 3.2. The projected em-
bedding size (D) and the final embedding size
were set to 768. An L2 Norm regularization
term was added with a regularization factor
of 10−4 to avoid over-fitting. The model was
trained for 500 epochs using an Adam opti-
mizer with a learning rate of 10−4. Binary
cross-entropy was used as a loss function.

5https://github.com/soloist97/Show-And-Tell-Keras
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• BPR: the proposed approach based on a BPR
framework described in Section 3.3. The size
of latent embeddings was set to 768. The
model was trained for 500 epochs using an
Adam optimizer with a learning rate of 10−4.

In the training set, there are 10 images in each
set of candidate images, one positive image and 9
negative images. We randomly selected 5 negative
images to train MLP, Siamese, and BPR to avoid
an imbalanced data problem (i.e., the negative sam-
ple size is 5). Hit Ratio (HR) and Mean Reciprocal
Rank (MRR) were used for evaluation.

4.2 Results and Discussions

The results are shown in Table 1. From this table,
Sense-caption was able to obtain HR of 12.14% in
the trial set with the largest limitation being spaCy
library’s large English model, en_core_web_lg, not
recognized around 41% of the words. This resulted
in Sense-caption underperforming the other ap-
proaches. Both Siamese and BPR using VGG16
outperformed the others including the baseline
model MLP. This indicates that they can learn ef-
fective embeddings which can be used to associate
word senses with corresponding images. Compar-
ing our proposed approaches, BPR using VGG16
only performed slightly better than Siamese us-
ing VGG16 in terms of HR on the trial set. This
suggests that Siamese using VGG16, generally per-
formed better than BPR. Comparing all three types
of image features adopted, MLP, Siamese and
BPR using VGG16 performed better than those
using ORB and KAZE on the split validation set
and the split test set. However, the results on the
trial set are the opposite. Using ORB and KAZE
gave higher HR and MRR than using VGG16. In
fact, by using ORB and KAZE, MLP and BPR
achieved 100% HR and MRR on the trial set. How-
ever, since the trial set only consists of 16 samples,
results on this set may not entirely reflect the actual
model performances. Thus, we decided to submit
the predictions from Siamese using VGG16 in the
evaluation phase because it showed consistent over-
all performance on the validation set, the split test
set, and the trial set. After the evaluation phase,
we examined the performances of these models
on the test set. Both of our approaches performed
better than the other approaches. Comparing our
approaches, BPR using VGG16 slightly outper-
formed Siamese using VGG16.

We also examined the effect of different negative

(a) HR (b) MRR

Figure 3: Comparison of (a) HR and (b) MRR results
when varying the negative sample size

sample sizes (n) used in Siamese using VGG16.
Figure 3 shows a comparison of HR and MRR
results on the split validation set, the split test set,
and the trial set when n was varied among 3, 5, 7,
and 9. From this figure, both HR and MRR on the
validation set increased as we increased n and then
dropped when n = 9. For the test set, HR slightly
increased when we increased n and dropped after
n = 5. Meanwhile, MRR continuously decreased
as we increased n. On the trial set, HR and MRR
peaked at n = 5 and declined afterward. These
results indicate that using all negative images of
each sample may result in lower accuracy than
sampling a subset of negative images. Using n = 5
achieved better overall performance across various
sets compared to the others.

5 Conclusions

To solve the task of using WSD in an image re-
trieval system, this work proposes three approaches:
(1) an unsupervised approach using word senses
obtained from WordNet and image captions gener-
ated from the pre-trained model called NIC, (2) a
supervised approach based on a Siamese neural net-
work, and (3) a self-supervised contrastive learning
approach using a BPR framework. We conducted
experiments on the dataset provided. According
to the results, the unsupervised approach under-
performed the other approaches due to the limita-
tion of the adopted knowledge base WordNet. The
supervised and self-supervised approaches outper-
formed the baselines in terms of both HR and MRR.
We also found that the accuracy of the proposed
Siamese model decreased when using all negative
images. This indicates an imbalanced data problem
resulting in degraded performance.
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Model Image feature
Val. set (split) Test set (split) Trial set Test set

HR MRR HR MRR HR MRR HR MRR

Sense-caption - - - - - 12.14 - - -
MLP ORB 24.16 46.10 24.94 46.78 93.75 94.38 11.66 30.83
MLP KAZE 31.47 53.57 33.88 55.11 100.00 100.00 9.50 28.63
MLP VGG16 45.45 64.62 47.40 65.50 12.50 33.67 17.71 38.37
Siamese ORB 18.49 33.07 19.35 34.98 50.00 55.00 9.07 28.40
Siamese KAZE 25.72 48.55 28.21 50.22 93.75 94.38 10.37 29.49
Siamese VGG16 49.26 67.48 48.02 66.52 43.75 58.44 20.52 41.48
BPR ORB 19.81 43.80 21.52 45.37 100.00 100.00 11.23 30.45
BPR KAZE 25.33 48.46 28.21 50.51 100.00 100.00 11.23 30.45
BPR VGG16 47.63 66.09 48.17 66.04 18.75 43.87 20.73 41.63

Table 1: Hit Ratio (HR) and Mean Reciprocal Rank (MRR) results on the split validation (val.) set, the split test
set, the trial set, and the test set provided by the organizers during the evaluation phase. The highest value in each
column is in bold while the second highest one is underlined.
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