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Abstract

This paper describes our system used in the
SemEval-2023 Task 10: Towards Explainable
Detection of Online Sexism (Kirk et al., 2023).
The harmful effects of sexism on the internet
have impacted both men and women, yet cur-
rent research lacks a fine-grained classification
of sexist content. The task involves three hi-
erarchical sub-tasks, which we addressed by
employing a multitask-learning framework. To
further enhance our system’s performance, we
pre-trained the roberta-large (Liu et al., 2019b)
and deberta-v3-large (He et al., 2021) models
on two million unlabeled data, resulting in sig-
nificant improvements on sub-tasks A and C.
In addition, the multitask-learning approach
boosted the performance of our models on sub-
tasks A and B. Our system exhibits promising
results in achieving explainable detection of on-
line sexism, attaining a test f1-score of 0.8746
on sub-task A (ranking 1st on the leaderboard),
and ranking 5th on sub-tasks B and C.

1 Introduction

The use of sexist language and behavior in online
spaces has long been a problem, with harmful ef-
fects on those who are targeted. This issue has
become even more pronounced in recent years, as
the internet has become a platform for social and
political discourse, making it easier for sexism to
be disseminated on a large scale (Plaza et al., 2023).

Automated tools have been developed to address
this issue, with many platforms now using machine
learning models to detect and assess sexist con-
tent at scale (Lopez-Lopez et al., 2021). However,
most of these tools only provide generic, high-level
classifications for sexist content, without further
explanation. This lack of interpret ability can be
problematic, as it can make it difficult for users
and moderators to understand how automated tools
make their decisions.

To address this issue, In Task 10, we need to
develop English-language models for sexism detec-

tion that are not only more accurate, but also more
explainable (Kirk et al., 2023). To achieve this, the
official provides not only supervised data but also
2 million unlabeled data for sexist content classifi-
cations from two prominent online platforms: Gab
and Reddit.

The task consists of three hierarchical subtasks.
The first subtask, Binary Sexism Detection, is a
two-class (or binary) classification task in which
systems must predict whether a post is sexist or not
sexist. The second subtask, Category of Sexism,
is designed for posts identified as sexist in the first
subtask. Here, systems must predict one of four
categories: threats, derogation, animosity, or preju-
diced discussions. The final subtask, Fine-grained
Vector of Sexism, is also for posts identified as
sexist in the first subtask. This subtask requires
systems to predict one of 11 fine-grained vectors.

The development of more accurate and explain-
able models for detecting sexism online has the
potential to make a significant impact, not only
by flagging sexist content, but also by providing
users and moderators with explanations for why
such content is considered sexist (). This, in turn,
can help to build trust in automated tools and make
online spaces more inclusive and welcoming for
all.

MT-DNN (Multi-Task Deep Neural Network)
(Liu et al., 2019a) is a neural network-based multi-
task learning framework designed to address multi-
ple natural language processing tasks simultane-
ously using a single neural network model. In
this task, we consider hierarchical classification
as a multi-task learning job within this framework.
Compared to single-task learning, multi-task learn-
ing can leverage the relatedness and complemen-
tarity among tasks to enhance model generaliza-
tion (Hashimoto et al., 2017). MT-DNN achieves
multi-task learning by sharing a common bottom-
level language representation and task-specific top-
level structures.The MT-DNN model comprises
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a base module, which is a bidirectional Trans-
former encoder, and multiple task-specific top-level
structures. The bottom-level encoder generates
sentence-level language representations, while the
top-level structures are responsible for processing
different tasks (Peters et al., 2018).

Based on the MT-DNN structure, we can build a
new system that is suited for hierarchical tasks. We
employed the RoBERTa and DeBERTa-v3 models
as our base models for multi-task learning. Follow-
ing this, we designed distinct head layers for three
sub-tasks, and subsequently trained all tasks within
the same model.The advantage of this framework
lies in its ability to effectively utilize data from
multiple tasks to train a more generalizable and
adaptable model while avoiding the problem of in-
sufficient generalization or overfitting(Guo et al.,
2018). Our system achieved a macro F1 score of
0.8746 in sub-task A, ranking first among all com-
petitors. Additionally, our system achieved macro
F1 scores of 0.7094 and 0.5308 in subtasks B and
C, respectively.

2 Task Description

The dataset used in this study contains 20,000 posts
in English, collected from two platforms - Reddit
and Gab. The posts were evenly split between the
two platforms, with 10,000 posts from each. Gab is
a social network known for having a user base with
far-right views. The dataset was divided into three
subsets, with a split ratio of 0.7:0.1:0.2. This means
that 14,000 posts were used for training the model,
2,000 were used for testing model in develop phase,
and 4,000 were used for final evaluation.

We have examined the class distribution for each
task, and it is apparent that the data-sets for sub-
task A, sub-task B, and sub-task C are imbalanced,
with differing numbers of posts available for train-
ing and testing. During the testing phase, sub-task
A has 16,000 available posts for training. In con-
trast, sub-task B and sub-task C have only 3,884
available posts for training. This unequal distribu-
tion is observed in all three data-sets, as illustrated
in Figure 1.

As illustrated in Figure 2, Figure 3 and Figure 4,
we observe imbalanced class distributions across
all three sub-tasks. In sub-task A, which involves
binary classification, the sexist class and not-sexist
class. Not-sexist class is the majority classes. For
Task B, it is a multi-task classification task con-
sisting of four categories: "1. threats, plans to

harm and incitement", "2. derogation", "3. an-
imosity", and "4. prejudiced discussions". The
majority category is "2. derogation". The majority
classes is "2. derogation". In Task C, which is also
a multi-task classification task, there are 11 cate-
gories: "1.1 Threats of harm", "1.2 Incitement and
encouragement of harm", "2.1 Descriptive attacks",
"2.2 Aggressive and emotive attacks", "2.3 Dehu-
manizing attacks and overt sexual objectification",
"3.1 Causal use of gendered slurs, profanities, and
insults", "3.2 Immutable gender differences and
gender stereotypes", "3.3 Backhanded gendered
compliments", "3.4 Condescending explanations
or unwelcome advice", "4.1 Supporting mistreat-
ment of individual women", and "4.2 Supporting
systemic discrimination against women as a group".
The majority classes is "2.1 Descriptive attacks".

Figure 1: Sub-task A Label Distribution.

Figure 2: Sub-task B Label Distribution.

3 Methodology

Our team has developed a system for this task that
utilizes the MT-DNN (Multi-Task Deep Neural Net-
work) multi-task learning framework. This frame-
work enables us to train a single neural network
model to perform multiple related tasks simulta-
neously, allowing the model to share knowledge
and leverage correlations between tasks to improve
performance.

To enhance the performance of our model, we ad-
ditionally pre-trained it on 2 million unlabeled data
collected from Gab and Reddit using the RoBERTa-
large and DeBERTa-v3-large models with 5, 7,
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Sub-Task
Further

Pretrained
Epoch

Pretrained model F1 Score in
Test Phase

5 roberta-large 0.8669
7 roberta-large 0.8680
9 roberta-large 0.8646
5 deberta-v3-large 0.8718
7 deberta-v3-large 0.8740
9 deberta-v3-large 0.8746
5 roberta-large 0.7171
7 roberta-large 0.7194
9 roberta-large 0.7184
5 deberta-v3-large 0.718
7 deberta-v3-large 0.7212
9 deberta-v3-large 0.7171
5 roberta-large 0.5225
7 roberta-large 0.5338
9 roberta-large 0.5278
5 deberta-v3-large 0.5308
7 deberta-v3-large 0.5605
9 deberta-v3-large 0.5426

Sub-Task A Multi
model Fusion

9 deberta-v3-large 0.8751

Sub-Task A

Sub-Task B

Sub-Task C

Table 1: Experiment results for Task 10

Figure 3: Sub-task C Label Distribution.

and 9 epochs. We have tested these six models
across all three sub-tasks, using same performance
metrics(F1-Score) to evaluate their effectiveness.

Through our testing, we have determined that
our final model, which combines the MT-DNN
framework with pre-training on the additional un-
labeled data, achieves the best performance across
all three sub-tasks. This model has demonstrated
high F1 scores, indicating its ability to effectively
classify and analyze the text data in our task.

3.1 Model Design

As illustrated in Figure 1, the training process for
our model proceeded as follows:

(1) Domain Pre-training
As shown in table 1, we further pre-trained our

models, RoBERTa-large and DeBERTa-v3-large,
for 5, 7, and 9 epochs. We then evaluated the per-
formance of these models across all three sub-tasks.
Interestingly, we found that further pre-training
with a longer epoch did not result in better perfor-
mance than with shorter epochs.

In our experiments, we observed that the
RoBERTa-large model achieved the best perfor-
mance across all three sub-tasks when pre-trained
for 7 epochs. As for the DeBERTa-v3-large model,
we found that training for 9 epochs resulted in the
best performance for sub-task A, while training
for 7 epochs produced the best performance for
sub-tasks B and C. This insight helped us to op-
timize our model training and improve its overall
performance

(2) Mutitask Learning
As shown in figure 4, we utilized the MT-DNN

framework and further pre-trained models to con-
duct multi-task training. During training, we saved
the best model for each task based on its F1-score
evaluation function, resulting in three saved check-
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Figure 4: Multitask Learning System.

points corresponding to the best model for each of
the three sub-tasks.

In the prediction phase, we used all three mod-
els to make predictions and submitted the best re-
sults for each sub-task based on the respective best
model. This approach proved successful in achiev-
ing strong performance across all three sub-tasks.

3.2 Training Details

During the domain pre-training period, we utilized
the AdamW optimization algorithm (Kingma and
Ba, 2015) with 10% steps of warm-up, cosine
weight decay of 1e-2, and a learning rate of 1e-5.
We also set the batch size to 100 and the maximum
sequence length to 120 to improve the efficiency
and effectiveness of our training process.

In Mutitask Learning period, To improve the
performance of our model in this multi-task learn-
ing task, we applied the AdamW optimization al-
gorithm with 10% steps of warm-up and opened
the correct_bias item. For hyperparameters, we
fine-tuned further pre-trained 24-layer RoBERTa-
large and DeBERTa-v3-large models with different
epochs, using a batch size of 40, dropout rate of
0.2, and cosine weight decay of 1e-2.

Additionally, we adopted a grouped layer-wise
learning rate decay strategy (Ginsburg et al., 2018)

with a base learning rate of 1.2e-5, weight-ratio of
1.6, and a much higher learning rate of 5e-5 for
top pooling layers. We used the stratified k-fold
method to split the training data into five folds,
further improving the robustness and performance
of our model.

4 Conclusion

In this paper, we propose a complex system that
combines domain pre-training and multi-task learn-
ing strategies to address the challenge of building a
unified model for hierarchical sexist detection. Our
approach enables us to leverage large amounts of
unlabeled data to pre-train our models on domain-
specific information, and then fine-tune them on
the specific task of hierarchical sexist detection.

Through our experiments on the SemEval 2023
Task 10 datasets, we demonstrate that our system
significantly improves model performance com-
pared to previous approaches. Our system achieves
high F1-scores across all three sub-tasks, demon-
strating the effectiveness of our approach in ad-
dressing the challenges of hierarchical sexist detec-
tion.
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