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Abstract 

This study describes the model design of 
the NCUEE-NLP system for the SemEval-
2023 Task 8. We use the pre-trained 
transformer models and fine-tune the task 
datasets to identify medical causal claims 
and extract population, intervention, and 
outcome elements in a Reddit post when a 
claim is given. Our best system submission 
for the causal claim identification subtask 
achieved a F1-score of 70.15%. Our best 
submission for the PIO frame extraction 
subtask achieved F1-scores of 37.78% for 
Population class, 43.58% for Intervention 
class, and 30.67% for Outcome class, 
resulting in a macro-averaging F1-score of 
37.34%. Our system evaluation results 
ranked second position among all 
participating teams.  

1 Introduction 

A medical causal claim is an assertion that invokes 
causal relationships between variables such as “a 
drug has certain effects on a disease” (Pearl, 2004). 
A manually-annotated corpus for causal statements 
in PubMed publications has been used to train 
prediction models for identifying “correlational,” 
“conditional causal,” “direct causal,” and “no 
relationship” statements in research conclusion 
sections (Yu et al., 2019). BioBERT (Lee et al., 
2020) has been shown to outperform BERT 
(Devlin et al., 2019) and linear SVM in identifying 
exaggerated causal claims made in health press 
releases (Yu et al., 2020). Empirical analyses have 
found that biomedical tweets are densely populated 
with claims (Wührl and Klinger, 2021). Entity-
based claim representations have been proposed to 

extract condensed claims from medical tweets 
(Wührl and Klinger, 2022).  

The PICO framework is widely used to identify 
sentences in a given medical text belonging to four 
elements: 1) Population (P): this usually describes 
the characteristics of populations involved; 2) 
Intervention (I): this addresses the primary 
intervention along with any risk factors; 3) 
Comparison (C): this compares the efficacy of any 
new interventions with the primary intervention; 
and 4) Outcome (O): this measures the results of 
the intervention including improvements or side 
effects. The PICO elements have been used as a 
knowledge representation framework to analyze 
clinical questions (Huang et al., 2006). A corpus of 
clinical trial publications has been annotated with 
PICO elements (Zlabinger et al., 2018).  PICO 
elements in medical texts have been detected based 
on long short-term memory networks (Jin and 
Szolovits, 2018). The contextualized BERT 
embedding has been used to enhance PIO element 
detection performance (Mezaoui et al., 2019).  

The SemEval-2023 Task 8 (Khetan, et al., 2023) 
organized a challenge to identify medical causal 
claims and extract related PIO frames. This task 
consists of two subtasks. 1) Subtask 1: for the 
provided snippet of text, participants should 
identify the span of text that belongs to either four 
defined categories, including “Claim,” 
“Experience,” “Experience based claim,” and 
“Question”.  2) Subtask 2: for the given text snippet 
and its identified claim, participants should extract 
the related “Population”, “Intervention,” and 
“Outcome” frames.  

This paper describes the NCUEE-NLP 
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Engineering, Natural Language Processing Lab) 
system for the SemEval-2023 Task 8 (Khetan, et al., 
2023). We explore transformer-based neural 
computing models to identify medical causal 
claims and extract their PIO frames. Based on 
experimental results using datasets provided by 
task organizers, we find the DeBERTa (He et al., 
2021a; 2021b) transformers outperformed other 
models in 5-fold cross validation of the training set, 
but achieved second-best results for performance 
evaluation on the test set. Finally, our best 
submissions ranked second in the leaderboard for 
both subtasks.  

The rest of this paper is organized as follows. 
Section 2 describes our developed NCUEE-NLP 
system for the SemEval-2023 Task 8. Section 3 
presents the evaluation results and performance 
comparisons. Conclusions are finally drawn in 
Section 4.  

2 The NCUEE-NLP System  

Figure 1 shows the system workflow. Our model 
mainly depends on the DeBERTa transformer (He 
et al., 2021a). Decoding-enhanced BERT with 
disentangled attention (DeBERTa) improves the 
BERT (Devlin et al., 2019) and RoBERTa (Liu et 
al., 2019) models using two novel techniques: 1) a 

disentangled attention mechanism, and 2) an 
enhanced mask decoder. For disentangled attention 
computation, each word is represented using 
content and position vectors, and then attention 
weights among words are computed by applying 
disentangled matrices to their contents and relative 
positions. In the enhanced mask decoder 
architecture, absolute positions in the decoding 
layer are used to predict the masked tokens in 
model pre-training. DeBERTaV3 (He et al., 2021b) 
further improves the original DeBERTa model by 
replacing the masked language learning (MLM) 
pre-training task with an ELECTRA-style replaced 
token detection (RTD) task (Clark et al., 2020). In 
addition, a new gradient-disentangled embedding 
sharing method is proposed to avoid the tug-of-war 
dynamics for improving both the training 
efficiency and the quality of the original DeBERTa 
pre-trained model.  

For Subtask 1, we fine-tune the pre-trained 
DeBERTa transformer as a sentence-level 
classification task. First, we segment each post’s 
content into several sentences using Trankit 
(Nguyen et al., 2021), a light-weight transformer-
based toolkit for multilingual NLP tasks. Each 
sentence is then assigned to one of the following 
defined categories: 1) Claim: communicating a 
causal interaction between an intervention and an 

 

 

Figure 1:  Our NCUEE-NLP system workflow for SemEval-2023 Task 8. 
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outcome; 2) Experience: relating a specific 
outcome to an intervention or population based on 
someone’s experience; 3) Experience based claim: 
a claim based on someone’s experience; 4) 
Question: posing a question; and 5) Others: 
sentences which do not belong to the above 
categories. A sentence may be composed of several 
tokens with different annotated categories based on 
the datasets provided by task organizers. We 
determine a sentence category using the majority 
voting mechanism from those constituent tokens. 
During the evaluation phase, we then convert an 
obtained sentence prediction result into token-level 
labels for performance evaluation. No separate 
fine-tuning of classification at the token level is 
needed. Each sentence label will be assigned to all 
of its tokens. 

 For Subtask 2, we fine-tune the pre-trained 
DeBERTa transformer with a weak supervised 
mechanism (Huang et al., 2019) as a sequence 
labeling task. The weak supervised signal “@” is 
used to emphasize the starting and ending positions 
in a given claim. A sentence represented in terms of 
a token sequence will be aligned with Population 
(noted as Pop-tag), Intervention (Int-tag) and 
Outcome (Out-tag) for frame extraction. A null-tag 
is used to indicate that a token belongs to no 
extracted PIO frames. For performance evaluation, 
we transform the sequence labeling output to 
obtain the starting and ending positions of 
extracted spans corresponding to each PIO frame. 

3 Experiments and Results  

3.1 Data 

The experimental datasets were mainly provided 
by the task organizers (Wadhwa et al., 2023). All 
datasets were built from Reddit posts. Due to 
privacy concerns, task organizers only provide 
Reddit post identifiers, annotations, and a script to 
obtain the data and merge it with the provided 
annotations. If the post is subsequently deleted by 
the user, the script won’t be able to obtain the post 
content.    

For Subtask 1, we used the script to obtain 5,287 
posts, accounting for 88.6% among the 5,965 
provided post identifiers in the training set. The 
remaining 678 posts (11.4%) had been deleted by 

 
1 https://huggingface.co/bert-large-uncased 

https://huggingface.co/dmis-lab/biobert-large-
cased-v1.1 

users, including those cases in which the post text 
was only partially removed. Similarly, we obtained 
1,264 posts (88.8%) from the 1,424 post identifiers 
in the test set, while 160 posts (11.2%) lack the 
whole or partial post content. Our obtained Reddit 
posts were segmented using the Trankit toolkit 
(Nguyen et al., 2021) to result in training and test 
sets respectively with 43,237 and 11,492 sentences. 

For Subtask 2, both training and test datasets are 
small. We used the same script to obtain 524 posts 
(87.8% of a total 597) as the training data. The test 
set contained only 130 posts (86.7% of a total 150) 
for system performance evaluation.  

3.2 Settings 

In addition to DeBERTa (He et al., 2021a; 2021b), 
we also used BERT (Devlin et al., 2019), BioBERT 
(Lee et al., 2019), and RoBERTa (Liu et al., 2019) 
to compare the performance of different 
transformers. We downloaded these pre-trained 
models from the Huggingface1 and fine-tuned the 
downstream tasks using the official training 
datasets for each task. We used the 5-fold cross-
validation to compare performance during the 
system development phase. The hyper-parameter 
values were manually optimized as follows: batch 
size 2, epochs 20 with early stopping mechanism, 
AdamW optimizer and learning rate 1e-5 for 
Subtask 1 and 4e-5 for Subtask 2.  

The evaluation metrics of this shared task are 
standard precision, recall and F1-score. The final 
ranking is determined from the best submission 
based on macro-averaging F1-score. 

3.3 Results 

Tables 1 shows the results of 5-fold cross-
validation on the training set. For the causal claim 
identification subtask, BioBERT slightly improved 
on the performance achieved by BERT, which may 
be due to domain-specific data being pre-trained on 
the same BERT architecture. RoBERTa is an 
enhanced version of BERT that outperforms 
BioBERT and BERT. The DeBERTa transformer, 
achieved the best F1-score of 56.48%, 
outperforming RoBERTa and BERT through the 
use of two novel techniques. For the PIO frame 
extraction subtask, we obtained closely consistent 

https://huggingface.co/roberta-large 
https://huggingface.co/microsoft/deberta-large 
https://huggingface.co/microsoft/deberta-v3-large 
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results. DeBERTa version 3 obtained the best 
macro-averaged F1-score of 39.25%. 

Table 2 shows the test set results. We selected 
the best model with the highest F1-score for the 5-
fold cross validation settings of each model to 
predict the testing instances for final evaluation 
submissions. DeBERTa version 3 achieved the 
second-best results of F1-scores for both subtasks. 
For the causal claim identification subtask, the 
original BERT performed slightly better (0.07%) 
than DeBERTa version 3.  For the PIO frame 
extraction subtask, RoBERTa model achieved the 
best macro-averaging F1-score of 37.34%, 
although DeBERTa version 3 clearly had the best 
F1-score of 50.72% for the Intervention class.  

In summary, for Subtask 1 on causal claim 
identification, our best submission had an F1-score 
of 70.15%, ranking second among a total of 7 
participating teams. For Subtask 2 on PIO frame 
extraction, the class-wise F1-scores of our best 
submission were 37.78% for Population class, 
43.58% for Intervention class, and 30.67% for 
Outcome class, resulting in a macro-averaged F1-

score of 37.34%, each ranking second among a 
total of 6 participating teams.  

4 Conclusions 

This study describes the NCUEE-NLP system in 
the SemEval-2023 Task 8, including system design, 
implementation and evaluation. We used different 
versions of pre-trained transformer models and 
fine-tuned two subtasks using Reddit posts with 
annotations provided by the organizers. Our best 
submissions ranked second among all participating 
teams for all subtasks and evaluation metrics.   
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