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Abstract

This paper describes our system submission
for SemEval-2023 Task 12 AfriSenti-SemEval:
Sentiment Analysis for African Languages. We
propose an XGBoost-based ensemble model
trained on emoticon frequency-based features
and the predictions of several statistical models
such as SVMs, Logistic Regression, Random
Forests, and BERT-based pre-trained language
models such as AfriBERTa and AfroXLMR.
We also report results from additional experi-
ments not in the system. Our system achieves
a mixed bag of results, achieving a best rank of
7th in three of the languages - Igbo, Twi, and
Yoruba.

1 Introduction

The AfriSenti Shared Task (Muhammad et al.,
2023b) is aimed at promoting sentiment classifi-
cation research in a diverse group of African Lan-
guages. Though sentiment classification is an ex-
tremely popular task in NLP, there has been rela-
tively little work done for it in African Languages.
Apart from the NaijaSenti dataset (Muhammad
et al., 2022) (which is a part of the task itself), some
of the languages where such work has been done
include Amharic (Yimam et al., 2020), Tunisian
Arabizi (Fourati et al., 2021), and Swahili (Martin
et al., 2021). The task itself is divided into three
sub-tasks - monolingual classification in 12 lan-
guages separately, multilingual classification, and
zero-shot classification for two languages.

We participated in the monolingual and mul-
tilingual tracks of the task. Our system con-
sists of an ensemble model that leverages emoti-
con frequencies and the predictions of contextu-
alised, transformer-based models such as AfriB-
ERTa (Ogueji et al., 2021) and AfroXLMR (Al-
abi et al., 2022), as well as simpler models such
as Logistic Regression, SVM and Random Forest
classifiers. We also release the code on GitHub.1

1https://github.com/MG1800/afrisenti-ensemble

Our model achieves a significant range of ranks,
with our best result being ranked 7th each in the
Igbo, Twi, and Yoruba tracks and between 12 and
15 on the multilingual, Hausa and Xitsonga tracks.
The full rankings are reported in Table 2.

We report observations on the performances of
our individual models that we used across lan-
guages and the performance of languages across
models. Additionally, we report the results for
some of the experiments we carried out that did not
make it to the final model.

2 Background

2.1 Task Description
The objective of the task (Muhammad et al., 2023b)
is to identify the polarity of a tweet (negative, posi-
tive, or neutral) in a set of 14 African languages. It
is divided into three sub-tasks.

Sub-Task A is for monolingual classification
systems, where a separate classifier is trained for
each language and has a separate track for each
of the 12 languages in this sub-task. These lan-
guages are Hausa, Yoruba, Igbo, Nigerian Pid-
gin, Amharic, Algerian Arabic, Moroccan Ara-
bic(Darija), Swahili, Kinyarwanda, Twi, Mozam-
bican Portuguese, and Xitsonga(Mozambique Di-
alect). Sub Task B consists of training a single
multilingual model to classify tweets in all of the
languages in Sub Task A. Sub Task C is for zero-
shot classification in 2 languages (Tigrinya and
Oromo), for which training data is not available,
and only a development set is provided.

We are participating in all the tracks for Sub Task
A and in Sub Task B.

2.2 Dataset
The AfriSenti dataset (Muhammad et al., 2023a),
provided by the organisers, consists of a manually
annotated corpus of tweets in each of the 12 lan-
guages. The multilingual dataset is created by com-
bining all of the individual datasets. Each sample
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Language Train Dev Test
Total positive negative neutral Total positive negative neutral Total positive negative neutral

am 5985 22.26% 25.87% 51.87% 1498 22.24% 25.92% 51.84% 2000 21.91% 66.88% 11.21%
dz 1652 25.26% 54.03% 20.71% 415 25.36% 53.86% 20.77% 959 34.34% 49.58% 16.08%
ha 14173 33.07% 32.27% 34.66% 2678 33.13% 33.40% 33.47% 5304 33.09% 33.17% 33.74%
ig 10193 30.26% 25.51% 44.23% 1842 30.42% 25.53% 44.05% 3683 30.36% 25.61% 44.02%
kr 3303 27.23% 34.71% 38.07% 828 27.21% 34.70% 38.09% 1027 27.10% 34.60% 38.30%
ma 5584 31.49% 29.80% 38.71% 1216 31.69% 29.63% 38.68% 2962 38.64% 28.71% 32.66%
pcm 5122 35.31% 63.29% 1.41% 1282 34.89% 63.47% 1.64% 4155 33.63% 55.99% 10.38%
pt 3064 22.23% 25.53% 52.24% 768 22.29% 25.55% 52.15% 3663 17.15% 17.89% 64.96%
sw 1811 30.22% 10.55% 59.23% 454 30.24% 10.60% 59.16% 749 29.95% 10.70% 59.36%
ts 805 47.76% 35.32% 16.92% 204 47.29% 35.47% 17.24% 255 47.64% 35.43% 16.93%

twi 3482 47.23% 37.78% 15.00% 389 47.16% 37.89% 14.95% 950 47.42% 37.20% 15.38%
yo 8523 41.56% 21.97% 36.47% 2091 42.30% 21.20% 36.51% 4516 42.48% 21.73% 35.79%

multilingual 63697 32.63% 31.57% 35.79% 13665 32.32% 31.80% 35.88% 30223 32.44% 33.78% 33.79%

Table 1: Split-wise Label Distribution of the Datasets

in the dataset consists of an ID, the text of the tweet,
and a label. The label can be "positive", "neutral",
or "negative". The organisers have already divided
the datasets into train, dev and test splits. We notice
that there is a considerable amount of variation in
the label distribution between the languages. While
some languages like Hausa (ha) and Darija (ma)
have an almost perfectly equal representation of
each of the three classes, others have a significant
class imbalance in the dataset, with Nigerian Pid-
gin (pcm) being the biggest standout with less than
2% of the samples labelled neutral. Three other
languages (Xitsonga (ts), Twi (twi), and Swahili
(sw)) have one of the classes at less than 20% repre-
sentation. The detailed split-wise label distribution
for the datasets is given in Table 1.

Nine of the 12 languages in the dataset are in
Latin script. Of the remaining three, Amharic is
written in Ge’ez script, Algerian Arabic in Arabic
script, and Darija in both Latin and Arabic scripts.
The tweets are also code-mixed with English.

Apart from the details provided in Muhammad
et al. (2023a), Muhammad et al. (2022) also de-
scribed the collection and annotation process for
Hauso, Igbo, Naija (Nigerian Pidgin) and Yoruba.
The Amharic dataset is described by Yimam et al.
(2020).

2.3 Sentiment Classification

Large, multilingual Pretrained Language Models
(PLMs) such as multilingual BERT (Devlin et al.,
2018) and RoBERTa (Conneau et al., 2019) and
their derivatives, which have been trained on mas-
sive corpora covering 100+ languages have been
shown to perform well on downstream tasks for
resource-poor languages (Pires et al., 2019), includ-
ing on sentiment classification in languages such

as Arabic (Alammary, 2022) and Swahili (Martin
et al., 2021).

For African languages, AfriBERTa (Ogueji et al.,
2021) (trained on 11 languages) and AfroXLMR
(Alabi et al., 2022) have shown state-of-the-art per-
formance on various downstream tasks. This in-
cludes sentiment classification on the NaijaSenti
dataset for Hausa, Igbo, Yoruba, and Nigerian Pid-
gin (Muhammad et al., 2022).

Ensemble learning (Zhou, 2009) is another pop-
ular method used to make classification models
more robust (Kazmaier and van Vuuren, 2022). An
ensemble leverages the fact that different classifiers
leverage different characteristics of the input dur-
ing prediction. They combine the predictions of
a set of diverse models to produce a more robust
output. Araque et al. (2017) show specifically that
combining feature-based classifiers with deep, neu-
ral network-based classifiers can increase model
performance across a variety of datasets.

We use a popular ensembling method, XGBoost
(Chen and Guestrin, 2016), to combine the predic-
tions from transformer-based classifiers as well as
lightweight, feature-based classification algorithms
such as SVM (Cortes and Vapnik, 1995), Random
Forest (Breiman, 2001) and Logistic Regression
(Cox, 1958). We also incorporate emoticon fre-
quencies into the feature vector for our final ensem-
ble learning model.

3 System Overview

We train an ensemble model for each language that
takes in a feature vector consisting of the output
of six classification models and emoticon count
features for each tweet.
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Figure 1: System Overview

3.1 Statistical models
For each language, we train three statistical mod-
els, and we obtain the probability of each class
to use as features for our ensemble. We use term
frequency-inverse document frequency (tf-idf) as
input features to our classifiers. The classifiers we
train are -

• Logistic Regression (LR) - we train a multi-
class logistic regression (Cox, 1958) classifier
using a one vs rest approach. We limit the
model to 1000 iterations or convergence.

• Support Vector Machine (SVM) - An SVM
(Cortes and Vapnik, 1995) is a binary classi-
fier that tries to find a hyperplane that most
accurately divides the training data into two
classes. We train an SVM for multi-class clas-
sification using a one-vs-rest approach and a
linear kernel.

• Random Forests (RF) - A Random Forest
(Breiman, 2001) is a type of ensemble classi-
fier that uses a large number of decision trees
that are each trained using a different sub-
set of the input features and a subset of the
training dataset (with replacement), which are
then combined using a bagging approach. We
train our RF classifier using 100 such decision
trees.

3.2 Transformer-based models
We train three different transformer models for
each language and obtain the output score for each

class for all the samples in the data. These scores
are then used to create the feature vector for the
ensemble. We use the following models -

• AfriBERTa - AfriBERTa (Ogueji et al., 2021)
is an XLM-RoBERTa (Conneau et al., 2019)
based language model that was trained on 1
GB of text data in 11 African languages, in-
cluding 6 of the 12 languages in the task. It
was shown to outperform mBERT and XLM-
RoBERTa on various tasks, including text clas-
sification. We use the AfriBERTa-base variant
that consists of 111M parameters.

• AfroXLMR - AfroXLMR(Alabi et al., 2022)
is another language model based on XLM-
RoBERTa that was trained using 17 African
languages - of which 7 are a part of the task
- and three high resource languages (English,
French, Arabic). The model was shown to be
competitive with existing models and improve
zero-shot classification for unseen languages
in some tasks. We use the AfroXLMR-base
variant for our system.

• AfriBERTa-NaijaSenti - This model is a
multilingual classification model based on
AfriBERTa-large that achieved the best scores
on the original NaijaSenti dataset (Muham-
mad et al., 2022), which is a part of the corpus
for this task. We further fine-tune this model
for each language using the respective training
datasets.
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3.3 Ensemble Classifier

Each model may learn different characteristics of
the data towards the training task depending on
the model architecture, training objective, and any
pre-trained weights used. This can lead to different
model capabilities, which can be leveraged by ap-
plying an ensemble over the individual model pre-
dictions. For this, we train an XGBoost (Chen and
Guestrin, 2016) classifier on the train predictions
of the statistical and transformer-based prediction
probabilities for each sentiment class.

Emoticons are an integral part of online text-
based communication and can significantly impact
the tone and overall sentiment of the text. Thus,
for each language, we identify the frequently oc-
curring emoticons (present in at least 10% of the
training samples). The respective frequencies of
these emoticons are generated for all data samples
and used as features alongside the individual model
predictions in the ensemble model. Note that in
case there is no emoticon that is present in at least
10% of the training samples, emoticon features are
not added to the feature, and only the classification
scores are used. Figure 1 illustrates the top-level
view of our final system.

4 Experimental Details

For each language, we only use the train set pro-
vided by the organisers during the training of our
models. The development set was used as an un-
seen set to compare the final performance of the
various models that we trained during the competi-
tion.

All three of our transformer models are trained
for five epochs on a Kaggle kernel with an Nvidia
P100 GPU with 16 GB VRAM and 13 GB of RAM.
We make use of the simpletransformers library (Ra-
japakse, 2019), which is based on the HuggingFace
Transfomers library(Wolf et al., 2020).

For our statistical models, we use the implemen-
tations provided by scikit-learn (Pedregosa et al.,
2011) for both tf-idf feature extraction, training
our classifiers, and evaluating them. For logistic
regression, maximum iterations were set to 1000
epochs, and for the random forest classifier, we set
the number of decision trees to 100. Our SVM
models were trained with a linear kernel. To ensure
uniformity, we took the probability of each class as
the feature to our final ensemble model.

The ensemble XGBoost model was trained with
a learning rate of 10−6 for a pool of 100 estimators,

Language Rank Score
Amharic (am) 25 39.09%

Algerian Arabic (dz) 25 57.55%
Hausa (ha) 15 79.65%
Igbo (ig) 7 80.87%

Kinyarwanda (kr) 22 62.69%
Darija (ma) 27 50.68%

Nigerian Pidgin (pcm) 26 64.44%
Mozambican Portuguese (ma) 22 65.02%

Swahili (sw) 19 58.91%
Xitsonga (ts) 14 52.82%

Twi (twi) 7 66.47%
Yoruba (yo) 7 78.44%
Multilingual 12 68.84%

Table 2: Ranks and weighted-F1 scores for our system
submission

i.e. trees, with a max tree depth of 32 and 10% of
the columns sampled for each tree.

5 Results and Analysis

The official rankings for the task are based on the
weighted f1 scores for our systems on the test sets.
Our system achieves a mixed range of results across
the different tracks that we participated in. It ranks
7th on the Igbo, Twi, and Yoruba tracks, which are
our best results. Apart from that, it also ranks be-
tween 12 and 15 on the multilingual, Xitsonga and
Hausa tracks. The complete rankings and scores
are detailed in Table 2. Apart from the final sys-
tem, we also report weighted f1 scores for each of
the individual models that we had trained, listed in
Table 3.

We observe from the class distribution of the
datasets from Table 1 and our ranks that a greater
imbalance in the class distribution of the training
set appears to negatively affect our system com-
pared to other systems.

Comparing the performance of our models
across languages, we found a significant correla-
tion between the performance of AfriBERTa and
NaijaSenti, with a Spearman’s correlation of 0.96
(p-value < 0.0001). This is along expected lines
since NaijaSenti is based on AfriBERTa. Along
similar lines, AfroXLMR was seen to perform sig-
nificantly differently from these two models, with
a Spearman’s correlation of 0.77 (p-value < 0.01)
with AfriBERTa and 0.82 (p-value < 0.001) with
NaijaSenti. These were even lower than its cor-
relation with the statistical models, with correla-
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Language AfroXLMR AfriBERTa NaijaSenti SVM LR RF Ensemble
am 54.07% 51.57% 58.39% 33.12% 29.01% 27.85% 39.09%
dz 66.08% 47.03% 42.48% 54.34% 53.48% 54.95% 57.55%
ha 78.01% 78.46% 80.53% 73.14% 72.74% 69.89% 79.65%
ig 78.13% 79.04% 80.59% 77.69% 77.22% 74.71% 80.87%
kr 66.23% 63.25% 62.20% 57.87% 56.15% 54.31% 62.69%
ma 48.23% 41.76% 41.13% 56.59% 53.17% 46.43% 50.68%
pcm 66.70% 62.40% 68.66% 60.03% 60.79% 57.05% 64.44%
pt 68.66% 58.56% 59.48% 62.14% 61.92% 59.90% 65.02%
sw 62.00% 62.35% 60.30% 55.30% 53.67% 50.74% 58.91%
ts 39.09% 54.44% 52.87% 49.73% 49.07% 47.36% 52.82%

twi 63.00% 65.42% 64.91% 62.17% 61.90% 63.32% 66.47%
yo 69.38% 73.48% 79.29% 72.55% 72.07% 65.10% 78.44%

multilingual 68.48% 64.32% 66.74% 64.45% 64.04% 58.80% 68.84%

Table 3: Weighted F1 scores for each language and model trained for the task on the test set. The scores for the
individual models were calculated after the release of the test set by us, while the scores for the ensemble (also on
the same test set) were taken directly from the competition website.

tion values ranging from 0.89 to 0.92 (p-values <
0.0001).

Comparing the performance of different lan-
guages across the models, we notice that there is an
observable similarity between the results in Hausa
(ha), Igbo (ig), and Yoruba (yo). The Spearman’s
correlations for pairs of these languages ranges be-
tween 0.89 to 0.96, with p-values < 0.01. This
could potentially be because these three languages
have the largest amount of training data and are
also part of the training corpus for all three of the
transformer models.

Additionally, the pairs Kinyarwanda (kr)-
Swahili (sw) and Nigerian Pidgin (pcm)-Amharic
both have a correlation of 0.93 (p-value < 0.01).
This could be possibly due to typological similar-
ities between the languages, which need to be in-
vestigated further.

We also conducted an ablation study by chang-
ing the configuration of the ensemble classifier to
exclude certain features after the competition once
the test set labels were released. We varied the
configuration to either include (+) or exclude - the
emoticon features (EMO), and the outputs of the
transformer models (TR) or the statistical models
(ST). +EMO+TR+ST is the configuration we submit-
ted for the competition.

We make a few observations on the basis of this
set of results:

• Overall, ensembling only the transformer-
based models seems to outperform all other
configurations for most languages.

• Only in the case of Darija (ma), the ensem-
ble of the statistical models outperforms those
containing transformer models. This may be
because of the fact that Darija is present in a
mix of both Latin and Arabic scripts, while all
the others are present in single script. How-
ever, further analysis is required to confirm
this hypothesis.

• Since emoticon features are only generated
if there is at least 1 emoticon present in at
least 10% of the training data, some of the
languages (am, pcm, sw) where there are not
enough emoticons available perform identi-
cally whether we include that feature or not.

• Ensembles without emoticon features fre-
quently outperform ensembles with them. Al-
though we believe emoticons do contribute
important information, the lower scores may
be due to a sparsity of emoticons in the dataset,
resulting in the recall being low. For example,
the presence of a "positive" emoticon may be
highly indicative of the overall sentiment in
the tweet being positive (high precision), but
its absence is not enough to ascertain that the
tweet is not positive (low recall).

The weighted F1 scores for these models are
reported in Table 4.

6 Additional experiments

During the development phase of the competition,
we tried out several experiments that did not make
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Language +EMO -EMO
+TR +ST +TR+ST* +TR +ST +TR+ST

am 46.51% 38.26% 39.09% 46.51% 38.26% 39.09%
dz 39.92% 53.84% 57.51% 54.48% 54.93% 58.37%
ha 81.60% 72.17% 79.65% 81.87% 72.75% 79.32%
ig 79.94% 76.36% 80.87% 81.34% 77.91% 80.74%
kr 65.84% 56.46% 62.69% 65.81% 56.60% 61.64%
ma 43.91% 53.25% 50.68% 44.05% 53.61% 50.99%
pcm 66.02% 62.19% 64.44% 66.02% 62.19% 64.44%
pt 65.19% 60.63% 65.02% 65.82% 63.11% 65.28%
sw 62.29% 55.20% 58.91% 62.29% 55.20% 58.91%
ts 53.10% 51.03% 52.82% 53.51% 52.24% 52.24%
twi 63.99% 62.86% 66.47% 67.01% 64.15% 66.78%
yo 78.38% 72.90% 78.44% 78.38% 72.90% 78.44%
multilingual 68.69% 64.31% 68.84% 69.21% 63.96% 68.84%

Table 4: Ablation study of different configurations of the ensemble model. Scores reported are Weighted F1 on the
test set. * - Configuration that was submitted for the competition. Underlined indicates the best-performing model
for the language across classes. Bold indicates the best-performing model for a language for that class of models
(based on +EMO/-EMO)

it to the final submission. This section discusses
the motivation behind some of them.

Most of the tweets included in the dataset were
code mixed with English. Therefore, we exper-
imented with replacing all emoticons with the
corresponding English text (such as replacing a
smiley face with the token "smiling face"). We
expected that this would help our models learn bet-
ter by removing the emoticons from the vocabulary
and increasing the frequency of their corresponding
sentiment words. We tried doing this with AfriB-
ERTa on Hausa and Igbo since they have the largest
datasets available, and Igbo has a greater class im-
balance in the training set than Hausa. However,
the weighted f1 score fell from 79.88 to 77.64 for
Hausa and from 80.33 to 79.12 for Igbo, so we
decided not to continue with it.

We noticed that some of the models we trained
were inconsistent with the neutral class, especially
when there was a noticeable imbalance in the train-
ing set. To tackle this, we trained an AfriBERTa
model specifically to distinguish between polar and
non-polar tweets by replacing the "positive" and
"negative" labels in the dataset with a "non-
neutral" label. We expected this model to notice-
ably improve the classification on the neutral class
and use that class score as a feature for the ensem-
ble. However, this model showed no improvement
in the f1 score for the neutral class in Igbo( 0.79 f1
score for the neutral class in both cases) and scored

lower in Hausa (0.74 f1 score compared to 0.78
earlier).

Finally, we also experimented with combining
the datasets for Algerian Arabic and Darija
since they are both variants of Arabic. We transliter-
ated the datasets from Arabic script to Latin script
(since Algerian Arabic was in Arabic script while
Darija had a mix of both Latin and Arabic ) using
the Buckwalter system (Buckwalter, 2002). How-
ever, we did not notice any performance improve-
ments in the predictions for either Algerian Arabic
or Darija and decided not to pursue this experiment
further.

7 Ethical Considerations

A sentiment classification model has significant
potential use for online community management
tasks such as forum moderation on social media
platforms. If used without exhaustive evaluation
and testing under different scenarios, it can cause
significant damage, such as propagating any biases
within the model. Even if the model is unbiased
and robust, it can be used as a tool of suppres-
sion to identify and target individuals with specific
viewpoints (such as their opinion of a particular
organisation). Hence, developing a robust test for
checking inherent biases is extremely important, as
is exhaustive moderation and control over where
and for what purposes such models are being de-
ployed.
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8 Conclusion and Future Work

We describe our system submission for the
AfriSenti shared task at Semeval-2023. We com-
bine the predictions of three transformer-based clas-
sifiers and three statistical ones and add emoti-
con frequencies to construct a feature vector for
an XGBoost-based ensemble model. Though the
system achieves mixed results in the rankings, we
analyse the performance of each of the individual
models to show a significant correlation between
two of our transformer models and between sev-
eral language pairs. Finally, we describe additional
experiments that we conducted, which included
replacing emoticons with text, combining two of
the three classes to train a classifier to specifically
distinguish the third class, and combining multiple
datasets of similar languages to try and increase the
training data. Since these experiments did not in-
crease our model performance, we did not include
them in the final system. We believe the additional
investigation into combining datasets from differ-
ent but related languages (such as leveraging Ara-
bic resources for Darija and Algerian Arabic) could
lead to more robust models. We would also like to
investigate the correlated language pairs for linguis-
tic and typological features that could potentially
explain that observation.
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