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Abstract

The objective of this shared task is to gain
an understanding of legal texts, and it is be-
set with difficulties such as the comprehen-
sion of lengthy noisy legal documents, domain
specificity as well as the scarcity of annotated
data. To address these challenges, we propose
a system that employs a hierarchical model and
integrates domain-adaptive pretraining, data
augmentation, and auxiliary-task learning tech-
niques. Moreover, to enhance generalization
and robustness, we ensemble the models that
utilize these diverse techniques. Our system
ranked first on the RR sub-task and in the mid-
dle for the other two sub-tasks. Our code is
publicly available here1.

1 Introduction

Certain heavily populated nations, such as India,
are faced with a surfeit of unresolved legal cases,
and the development of automated AI tools can
potentially aid legal practitioners in expediting the
judicial system. Due to the intricate nature of the
judicial process, the SemEval-2023 Task 6 (Modi
et al., 2023) proposes three sub-tasks that can serve
as foundational components for creating legal AI
applications, i.e. Sub-task A: Rhetorical Roles Pre-
diction (RR), Sub-task B: Legal Named Entities
Extraction (L-NER) and Sub-task C: Court Judge-
ment Prediction with Explanation (CJPE).

The RR sub-task is to organize unstructured legal
documents into semantically cohesive units (clas-
sification at the sentence level), while the second
L-NER sub-task involves identifying relevant en-
tities within a legal document. The third CJPE
sub-task focuses on predicting the outcome of a
judgment (classification at the document level) and
providing a corresponding explanation.
∗Corresponding author
1https://github.com/ContentTech/
rhetorical-role-baseline

The task at hand focusing on Indian legal docu-
ments is inherently challenging. Firstly, legal doc-
uments exhibit considerably greater length, and a
higher degree of unstructured content and noise
when compared to shorter documents used for the
training of traditional natural language processing
models. Moreover, the presence of legal-specific
lexicons within the documents makes general pre-
trained neural models ineffective. Further, legal
provisions vary from one nation to another, and
the legal domain also has several sub-domains that
align with different legal provisions. It follows that
a pretrained model equipped with legal knowledge
specific to one sub-domain may not be applicable
to another distinct sub-domain. Another key chal-
lenge in this task is the limited size of annotated
data due to the time-consuming and expensive an-
notation process (Kalamkar et al., 2022).

To address the aforementioned challenges, we
propose a system based on the baseline model
called SciBERT-HSLN in (Kalamkar et al., 2022;
Brack et al., 2021) and equipped with domain-
adaptive pretraining, data augmentation strategies,
as well as auxiliary-task learning techniques. In
summary, we list here our findings that are derived
from the experimentation:

• Continuing to pretrain an already powerful
legal-domain LM with Indian legal text and
task-specific data can further boost the perfor-
mance of our system.

• Data augmentation strategies can substantially
enhance the performance of the system due to
the limited size of annotated data. However,
it is important to note that exceeding a certain
threshold for augmentation data may not lead
to proportional improvements in performance.

• Integrating auxiliary tasks such as BIOE tag-
ging, supervised contrastive learning, or pro-
totypical contrastive learning can indeed en-
hance the system’s performance, but this
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Figure 1: The overall architecture of our proposed system, inspired by (Kalamkar et al., 2022; Brack et al., 2021).

may not always be consistent across differ-
ent datasets.

2 System overview

Given a legal case, D, containing the sentences
[s1, s2, ...sn], the RR sub-task is to predict the label
yi for each sentence si ∈ D. We consider it as a se-
quence labeling task and take the SciBERT-HSLN
architecture (Brack et al., 2021) as the backbone
of our system, where each sentence is fed into a
pretrained model to get word embeddings, these
embeddings are further passed through a word Bi-
LSTM layer (Hochreiter and Schmidhuber, 1997)
followed by an attention-based pooling layer to get
sentence representations s′1, s

′
2, ...s

′
n.

For RR sub-task, these sentence representations
are subsequently processed by another Bi-LSTM,
resulting in contextualized sentence representa-
tions, c1, c2, ...cn, with a final CRF (Lafferty et al.,
2001) layer utilized to give the prediction of RR.
The non-colored part of Figure 1 illustrates the
backbone of this architecture. We enhance our
system with domain-adaptive pretraining, data aug-
mentation, and auxiliary-task learning techniques.
Further details of these techniques are discussed in
the subsequent subsections.

In the case of L-NER sub-task, sentence repre-
sentations are directly fed into a CRF layer to do
the span classification. And for CJPE sub-task, we
prepend a global token to the input sequence and
use a self-attention layer instead of the Bi-LSTM to

generate contextualized sentence representations.
The global token attends to all other sentences and
is utilized to generate the final prediction of the
given judgement case, while the attention scores
are used to extract explanations.

2.1 Domain-adaptive Pretraining

Some previous works have shown the ability of
pretrained LMs to facilitate transfer learning and
highlighted the benefit of continued pretraining
with domain-specific unlabeled data (Gururangan
et al., 2020). In our task, we argue that continuing
to pretrain an already powerful legal-domain LM
with Indian legal text and task-specific data can
result in further improvements in performance.

We, firstly, compare the performance of two
LegalBert models, LegalBertzlucia (Zheng et al.,
2021) and LegalBertnlpaueb (Chalkidis et al., 2020),
and found that LegalBertzlucia, which is initialized
with the base BERT model and trained for an ad-
ditional 1M steps on the masked language mod-
eling and next sentence prediction objective with
a pretraining corpus sourced from the entire Har-
vard Law case corpus from 1965 until the present
(37GB), outperformed LegalBertnlpaueb, which was
trained from scratch on a legal corpus with a size
of 12GB. Based on this result, LegalBertzlucia is
chosen for further experimentation.

Furthermore, taking the variance between U.S.
law and Indian law into consideration, we inves-
tigate the impact of continuing to pretrain Legal-
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BERT using Indian legal texts and task-specific
data. To do so, we scrape Indian legal cases from
the Indian Kanoon website2 and divide the doc-
uments into sentences using SpaCy3. This data
along with the RR data is then used to further pre-
train the LegalBertzlucia model. We compared the
effectiveness of the pretraining corpora using 20w
sentences and 40w sentences.

2.2 Data Augmentation

As can be seen from Table 1, the training set for
the RR sub-task is inadequate in size, consisting
of only 245 documents and a limited number of
samples for certain labels. To address this issue,
we employ two kinds of augmenting strategies.

Firstly, at the document level, we aim to enhance
consistency within each block and diversify dif-
ferences between blocks. A block, in this case,
refers to consecutive sentences with the same label.
To achieve this, we randomly remove 10% of the
blocks and replace 40% of them with blocks of the
same label from other documents. We also shuffle
the sentences within the blocks. At the sentence
level, we propose that replacing a semantic unit
is more effective than merely replacing a sentence
with another sentence of the same label. There-
fore, we employ the TreeMix system (Pickrell and
Pritchard, 2012) on all sentences in the corpus, 40%
of which the sub-trees are randomly replaced with
those of the same type extracted from sentences
with the same label.

Secondly, we utilize back-translation to further
augment the data. We select German as the interme-
diate language due to its linguistic similarities with
English. Both are Germanic languages and share
a significant amount of vocabulary, grammatical
structure, and syntax. For bi-directional translation
models, we choose wmt19-en-de and wmt19-de-en
(Ng et al., 2020), both of which have been reported
to demonstrate state-of-the-art performance on the
WMT’19 shared task. These two strategies double
the original dataset size and are denoted as BLOCK
and BACK, respectively.

Additionally, since the use of any publicly avail-
able data is allowed by the task organizer, we also
find two public corpora proposed by the previous
similar tasks (Ghosh and Wyner, 2019; Malik et al.,
2021) that possess partially overlapping label sets
with the target task and merged them with the

2https://indiankanoon.org/
3https://spacy.io/

Labels RR O2T BLOCK BACK
ANALYSIS 10695 10695 20206 21294
ARG_PET 1315 1315 2455 2615
ARG_RES 698 698 1309 1390
FAC 5744 12949 10769 11432
ISSUE 367 504 649 725
NONE 1423 1786 2564 2768
PREAMBLE 4167 4167 7517 8028
PRE_NOT 158 827 291 315
PRE_RELIED 1431 3884 2721 2856
RATIO 674 9405 1266 1346
RLC 752 2146 1416 1487
RPC 1081 1748 1975 2140
STA 481 2466 887 948
NumSent 28980 52590 54025 57344
NumCases 245 395 490 490

Table 1: Train dataset statistics of RR sub-task.

datasets used in the RR sub-task. Despite the fact
that their label definitions do not precisely align
with those of the RR task, they are deemed to be
beneficial as supplementary data for the task at
hand after a careful screening process. This corpus
is referred to as O2T in the table.

2.3 Auxiliary Tasks
There is a high likelihood that consecutive sen-
tences in legal cases share the same rhetorical role
labels. To facilitate RR classification, we introduce
the BIOE tagging, wherein the "B", "I", and "E"
labels are assigned to the first, intermediate, and
last sentence in a block, respectively, while sen-
tences with the original label "None" are assigned
the "O" label. This is inspired by that we observed
the baseline model occasionally makes mistakes in
the middle of a block.

Moreover, we notice that the baseline
model frequently confuses certain labels (e.g.
FAC/ANALYSIS/ISSUE, ARG_PET/ARG_RES
etc.). To address this issue, we integrate the
supervised contrastive loss, which aims to train
a representation space that can better distinguish
between labels by contrasting positive and negative
examples, into our system. The definition of
supervised contrastive loss (SCL) (Khosla et al.,
2020) is provided below:

Lsup =
2N∑

i=1

−1

2Nỹi − 1

2N∑

i=1

Ii ̸=jIỹi ̸=ỹj sim(ci, cj)

sim(ci, cj) = log
exp(ci · cp/τ)∑2N

k=1 Ii ̸=k exp(ci · ck/τ)

Here, N is the number of sentences in a batch, ci is
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Data RR BIOE SCL ALL
D0 81.33 81.40 81.89 80.85
D1 80.67 79.90 80.84 81.59
D2 75.61 76.72 76.26 76.17
D3 81.82 82.11 80.92 82.60
D4 78.09 78.52 78.40 78.78

Table 2: The performance of different combinations of
auxiliary tasks on splitting datasets, the best-performing
models on each dataset are selected for ensembling in
RR sub-task.

contextualized sentence embedding of i-th sample,
and (N+i)-th sample in the batch is the augmented
sample originating from the i-th sample by simply
applying dropout. Nỹi is the total number of sen-
tences in the batch that have the same label ỹi. τ is
the temperature normalization factor.

Furthermore, we also utilize prototypical con-
trastive learning (PCL) (Li et al., 2021) to enhance
the representation of our system by emphasizing
the similarity between a sample and its label com-
pared to other labels and assigning discounted
weights for labels according to their similarities
to denoise label confusion. Specifically, we rep-
resent each labelj using a prototype vector pj and
calculate its similarity with another label prototype
vector pj′ using the cosine function. We ranked
the similarities in descending order as rankj′ , indi-
cating that the label at rankj′ is labelj’s j′-th most
similar label. As a result, the similarity between ci
and label vector pj is the cosine score represented
as f(ci, pj). The discounted similarity and the pro-
totypical contrastive loss are denoted as f ’(ci, pj)
and Lpcl, separately:

f ’(ci, pj) =
f(ci, pj)

log2(rankj + 1)

Lpcl
xi

= − log
ef

’(ci,p
+)/τ

∑J
j=1 e

f ’(ci,pj)/τ

where ci is the representation of sample xi, p+ is
the ground truth label vector, J is the number of
labels, and Lpcl summarizes Lpcl

xi of all samples.

2.4 Ensemble Model
As stated in the introduction, we utilize model en-
sembling to enhance the robustness of our system.
To achieve this, we combine the training set and de-
velopment set and divide it into five separate folds,

Pretrained Model Dev F1
Bert 82.06
Deberta 82.13
SciBert 78.02
LegalBertnlpaueb 82.81
LegalBertzlucia 83.01
LegalBert20w 83.65
LegalBert40w 83.12

Table 3: The performance of pretrained Models in RR
sub-task.

with four of these folds utilized as the training set,
and the remaining fold as the new development set,
by which we get five datasets. We train our system
on each of these datasets using different combina-
tions of auxiliary tasks, and then simply take the
majority voting of the top-performing models on
each dataset for the final prediction.

3 Training Setup

For fine-tuning our system, we nearly follow the
hyperparameter configurations utilized in SciBERT-
HSLN (Brack et al., 2021), with the exception of
setting the learning rate to 5e-04, dropout rate to
0.1, Bi-LSTM hidden size to 768, and accumula-
tion steps to 2. We use these hyperparameters in
all of our experiments, with the maximum number
of epochs and early stopping epochs set to 70 and
10, respectively. The training process is executed
on NVidia V100 GPUs, and all the performance is
evaluated on the development set released by the
organizer, except for the final resembling.

4 Main Results

Finally, our system got an F1 of score 85.93 on
the Leaderboard and ranked 1st in RR sub-task.
In Table 2, we highlight the five models that we
ensemble for the final winning system. We ob-
serve that integrating auxiliary tasks (BIOE, SCL,
or both) indeed has positive effects, but various
performances across different datasets, and conse-
quently we choose the best model for each dataset
for ensembling.

4.1 How significant is the domain-adaptive
pretraining?

RR sub-task Table 3 compares the performance of
using different pretrained models, i.e. Bert, De-
berta, and SciBert, as well as various versions
of LegalBert. LegalBert20w and LegalBert40w are
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RR O2T BLOCK BACK Dev F1
✓ 83.65
✓ ✓ 84.47
✓ ✓ 84.31
✓ ×1 84.30
✓ ×2 84.13
✓ ✓ ×1 84.99
✓ ✓ ✓ ×1 85.06

Table 4: The performance of different data augmenta-
tion strategies in RR sub-task.

higher versions of LegalBertzlucia that are continued
to be trained with 20w and 40w sentences extracted
from Indian legal cases, respectively. As indicated
in the table, incorporating Indian legal text can fur-
ther enhance the performance of a powerful legal-
domain Bert. However, we do not observe any
additional improvements after doubling the size of
the Indian legal text that was used as pertaining
data.
CJPE sub-task We also verified the effectiveness
of continuing training in the C-1 judgment predic-
tion task. Our experiments show that using contin-
ued training LegalBert20w leads to a significant im-
provement in performance on the test set released
by the organizer, with an F1 score of 70.58 com-
pared to 68.16 achieved using LegalBertzlucia. And
selecting the top 30% of sentences based on their
attention scores provided by the first token give us
a ROUGE-2 of 0.0445 on Task C-2 on the Leader-
board.

4.2 How significant is augmented data?
RR sub-task In this Section, we analyze the impact
of different data augmentation strategies on the per-
formance of our system, as presented in Table 4.
Incorporating O2T, BLOCK, and BACK separately
yields similar significant improvements in perfor-
mance. However, we observe that doubling the size
of BACK does not provide any additional improve-
ments and even leads to a slight degradation in
performance. The most substantial improvement is
observed when combining O2T and BACK, result-
ing in an F1 score of 84.99. Additionally, further
adding BLOCK to this combination resulted in a
marginal boost, with an F1 score of 85.06.

4.3 How useful auxiliary-tasks are?
RR sub-task Our experimental results shown in
Table 5 indicate that incorporating auxiliary tasks
can be beneficial in enhancing the performance of

RR BIOE PCL SCL Dev F1
✓ 85.06
✓ ✓ 85.14
✓ ✓ 85.17
✓ ✓ 85.57
✓ ✓ ✓ 85.49

Table 5: The performance of different auxiliary tasks in
RR sub-task.

Model Test F1
Bert-CRF 85.90
Bert-CRFpcl 86.09
Bert-CRFensemble 86.22

Table 6: Main results of L-NER sub-task.

our system in the RR task. Specifically, we ob-
serve a slight improvement in performance when
incorporating the BIOE tagging or adding proto-
typical contrastive loss, while a more substantial
improvement is achieved when incorporating the
supervised contrastive learning task. However, we
observe a slightly lower F1 score when combin-
ing BIOE and SCL. The reason for this may be
due to the conflicting signals introduced by the
two tasks, which can lead to a decrease in overall
performance.
L-NER sub-task The main results of L-NER are
illustrated in Table 6. The use of the continued
pretrained LegalBert20w in Bert-CRF serves as the
baseline, yielding a test F1 score of 85.9 on the
Leaderboard. The integration of the prototypical
contrastive loss results in a slight performance im-
provement, leading to a test F1 score of 86.09. Fi-
nally, the submitted result with a test F1 score of
86.22 is obtained through an ensemble of models
based on separate training data and multiple auxil-
iary tasks.

5 Conclusion

In conclusion, the paper proposes a system for the
SemEval-2023 task 6, that addresses the challenges
of domain-specificity legal documents, and limited
annotated data. The system employs a hierarchical
model, enhanced by domain-adaptive pretraining,
data augmentation, and auxiliary-task learning tech-
niques. The models that utilize these techniques
are ensembled to further improve the system’s per-
formance. The system ranked first in RR sub-task
and achieved a moderate performance for the other
two sub-tasks.
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A Appendix

A.1 Details of ensemble procedure
The ensemble procedures for RR and L-NER sub-
tasks are outlined in Figure 2. For L-NER sub-
task we utilized four models, including two models
trained on both judgment and preamble data, re-
ferred to as bert-crf and bert-span(Fu et al., 2021)
which label single token or a string of consecu-
tive tokens separately, and the other two models
only used judgment or preamble data, which were
called judgment-crf and preamble-crf, respectively.
Similar to the RR sub-task, we used 5-fold cross-
training by dividing the training data into five folds
and trained the aforementioned four models on
each of them. The ensemble procedure involves
two primary steps. Firstly, we average the logits
obtained by the same type of model trained on dif-
ferent datasets and use them to predict entities. Sec-
ondly, we vote for judgment results by ensembling
bert-crf, bert-span, and judgment-crf models, and
vote for preamble results by ensembling bert-crf,
bert-span, and preamble-crf models.
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Figure 2: Pipeline of our ensemble method.
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