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Abstract

The growth of pending legal cases in populous
countries, such as India, has become a major is-
sue. Developing effective techniques to process
and understand legal documents is extremely
useful in resolving this problem. In this pa-
per, we present our systems for SemEval-2023
Task 6: understanding legal texts (Modi et al.,
2023). Specifically, we first develop the Legal-
BERT-HSLN model that considers the com-
prehensive context information in both intra-
and inter-sentence levels to predict rhetorical
roles (subtask A) and then train a Legal-LUKE
model, which is legal-contextualized and entity-
aware, to recognize legal entities (subtask B).
Our evaluations demonstrate that our designed
models are more accurate than baselines, e.g.,
with an up to 15.0% better F1 score in subtask
B. We achieved notable performance in the task
leaderboard, e.g., 0.834 micro F1 score, and
ranked No.5 out of 27 teams in subtask A.

1 Introduction

The growing amount of legal cases and documents
requires more and more human efforts to process
them. (Kalamkar et al., 2022b; Malik et al., 2021)
In some countries, such as India, legal cases have
accumulated in an incredible number. For example,
India has more than 47 million cases pending in
the courts (Kalamkar et al., 2022b). This has cre-
ated a need for automated methods to help judges
efficiently understand and process relevant and re-
liable information. In addition, these methods can
also help students, legal scholars, and court offi-
cials who deal with legal documents daily. One
way to assist them is to automatically understand
and highlight the key information and context of
long legal documents.

However, understanding legal documents by ma-
chines is not an easy task. First, legal documents
are often full of technical terminologies, which

*These authors contributed equally to this work.

can span different legal divisions (Kalamkar et al.,
2022b). Furthermore, legal documents can be
specific to special cases, such as health (Young,
2009), IT technology (Lu et al., 2017b), and cy-
ber security (Shackelford et al., 2016; Jin et al.,
2018; Lu et al., 2017a), which will involve domain-
specific words. In addition, legal documents can
be extremely long (Kalamkar et al., 2022b), which
makes dependency-based techniques and models,
such as RNN models, fail to extract the con-
text information due to gradient vanishes. Fi-
nally, typos and unstructured documents introduce
noises (Kalamkar et al., 2022b), which makes auto-
mated natural language processing challenging.

Despite these challenges, predicting rhetorical
roles and recognizing named entities in legal docu-
ments are very useful for automating the processing
and understanding of legal documents. Rhetorical
role prediction segments texts and structures noisy
legal documents into topically and semantically co-
herent units (Ghosh and Wyner, 2019). Named en-
tity recognition helps identify key legal entities in
long documents (Nadeau and Sekine, 2007), which
can not only help judges process cases in a more
efficient way, but also benefit the next automation
steps. These two tasks can serve as key steps in
these methods (Modi et al., 2023).

In this paper, we propose to solve the rhetori-
cal role prediction and named entity recognition
problems in the legal document domain with con-
textualized large-language models. We first sys-
tematically build models with well-known design
choices based on popular pre-trained models (e.g.,
BERT and XLM-roBERTa) (Qiu et al., 2020), then
systematically evaluate the performance of differ-
ent models and identify the key limitations, and
eventually propose our legal contextualized models
as our final solutions. For rhetorical role predic-
tion, we model this task as the sequential sentence
classification problem and build the Legal-BERT-
HSLN model, which considers the comprehensive
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context semantics in both intra- and inter-sentence
levels. For named entity recognition, we propose
to build a legal-LUKE model that is both sensitive
to context and entity-aware. Our evaluation results
show that our proposed models are more accurate
than baselines, e.g., Legal-LUKE is 15.0% better
than our baseline BERT-CRF in F1 score (more
details in §4.3). Furthermore, we also achieved the
top performance on the rhetorical role prediction
task leaderboard, i.e., ranked No.5 out of 27 teams
and achieved the 0.8343 micro F1 score (see §4.2).

We briefly summarize our primary contributions
as follows.

• We formalize the rhetorical role prediction
task as a sequential sentence classification
problem and build the Legal-BERT-HSLN
framework to model comprehensive sentence
semantics.

• We construct the legal-LUKE model with con-
textualized legal-document and entity-aware
representations.

• Our evaluations demonstrate the better perfor-
mance of our proposed model compared to
baselines and achieved promising results on
the task leaderboard.

2 Background

2.1 Sequential Sentence Classification

Sequential sentence classification is a natural lan-
guage processing (NLP) technique that involves
classifying a sequence of sentences into one or
more categories or labels (Hassan and Mahmood,
2017; Cohan et al., 2019; Jin and Szolovits, 2018;
Brack et al., 2022). The objective of this tech-
nique is to analyze and classify the content of a
given text document based on the semantics and
context of the sentences (Jin et al., 2022a). It is
often used in classification tasks (Xu et al., 2018;
Shan et al., 2021, 2022; Baskaran et al., 2022),
such as sentiment analysis, spam detection, and
topic classification, where the classification of a
single sentence can depend on the preceding or suc-
ceeding sentences (Hassan and Mahmood, 2017).
This technique can be implemented using vari-
ous algorithms, such as recurrent neural networks
(RNNs) or long-short-term memory (LSTM) net-
works, which are capable of processing sequential
data (Lipton et al., 2015).

In sequential sentence classification, the input is
a sequence of sentences and the output is one or

more labels that describe the content of the docu-
ment. The classification can be performed at the
sentence level or at the document level, depend-
ing on the specific use case (Cohan et al., 2019).
Sequential sentence classification is an important
technique in NLP because it enables machines to
understand and analyze the meaning and context of
human language, which is crucial for many appli-
cations such as automated text summarization and
question-answering systems (Qiu et al., 2020).

2.2 Legal Named Entity Recognition

The objective of named entity recognition in the
legal domain is to detect and label all instances of
specific legally relevant named entities within un-
structured legal reports (Nadeau and Sekine, 2007;
Kalamkar et al., 2022a; Li et al., 2020). Using this
named entity information, one can analyze, aggre-
gate, and mine data to uncover insightful patterns.
Furthermore, the ultimate goal of legal document
analysis is to automate the process of information
retrieval or mapping a legal document to one or
more nodes of a hierarchical taxonomy or legal
cases, in which legal NER plays a significant role.

Given that legal reports contain a large number
of complex medical terms and terminologies, such
as statute and precedent, identifying expressions
referring to anatomies, findings, and anatomical lo-
cations is a crucial aspect in organizing information
and knowledge within the legal domain (Kalamkar
et al., 2022a). Therefore, automating this identi-
fication process has been recognized as a key tar-
get for automation. Moreover, automatic named
entity recognition (NER) helps exhaustively ex-
tract semantic information and misspelling check-
ing (Kalamkar et al., 2022a; Modi et al., 2023).

3 System Overview

3.1 Rhetorical Role Classification

Identifying rhetorical roles (RR) in legal docu-
ments is a challenging task, which requires ma-
chine learning models to accurately classify sen-
tences into predefined RR categories. One of the
primary challenges is the variability and complex-
ity of natural language, including variations in sen-
tence structure, word choice, and context. This
requires training machine learning models on di-
verse and large datasets that capture the range of
languages used in the real world. Another signifi-
cant challenge is capturing the long-term dependen-
cies between sentences in a sequence, which can
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Figure 1: Model Architecture of Legal-BERT-HSLN

be difficult to achieve but is essential to determine
the overall meaning and context of the text.

To solve this problem, we first observe that this
task is basically a sequential sentence classifica-
tion problem. Meanwhile, existing work proposes
to solve this problem using encoder-decoder mod-
els, where the encoder embeds the sentence-level
semantics and considers the context dependency
information, and the decoder classifies individual
sentences by the contextualized surrounding sen-
tence information. For example, Jin et. al (Jin
and Szolovits, 2018) classify medical abstract sen-
tences with a hierarchical sequential labeling net-
work, which is composed of a word encoder, a
sentence encoder, and a document encoder. Specif-
ically, the word-level encoder is a bidirectional
LSTM that encodes each word in a sentence into
a vector12. The sentence-level encoder is another
bidirectional LSTM that encodes each sentence
vector in a hidden state. The document-level en-
coder is either an LSTM or a CRF layer that models
the dependencies between sentences and outputs a
label for each sentence.

We follow the paradigm and propose the
Legal-BERT-HSLN model for legal rhetorical role
classification. In our design, we applied the
HSLN structure from Brack et al. (Brack et al.,
2022) and changed the backbone model to Legal-
BERT (Chalkidis et al., 2020). The model architec-
ture of Legal-BERT-HSLN is shown in figure Fig-
ure 1. The model first takes as input the sequences
of legal word tokens ({ti,1, ti,2, ..., ti,m}) of sen-
tence si and Legal-BERT generates the correspond-

ing token embeddings. Next, the token embed-
dings are further enriched with local context in-
formation within the sentence si by Bi-LSTM and
the attention pooling layer as the augmented token
embeddings ({ei,1, ei,2, ..., ei,m}), which is aggre-
gated to generate the embedding of the sentence
esi . Since one of the most important features in this
task is the inter-sentence dependency, we further
enrich the sentence embedding with contextual in-
formation from surrounding sentences. The output
layer transforms contextualized sentence embed-
dings into rhetorical role labels via a linear transfor-
mation and CRF. We also introduce dropout layers
after each layer for regularization.

3.2 Legal Named Entity Recognition

In SemEval task 6 (Modi et al., 2023), the second
subtask is the recognition of legal entities named
entities. Specifically, the legal documents provide
nonexhaustive metadata with 14 legal entities, in-
cluding petitioner, respondent, court, statute, pro-
vision, precedents, etc. Identifying these legal
entities can be both error prone and labor inten-
sive (Mohit, 2014).

Although the task of legal NER may seem
straightforward, it is in fact a challenging undertak-
ing due to several reasons. First, the NER task itself
is an unsolved problem (Li et al., 2020). More-
over, legal documents can be very noisy (Kalamkar
et al., 2022b,a). Legal texts contain morphological
forms (e.g., synonyms, abbreviations, and even
misspellings), which means that different legal
cases can use different words and phrases to ex-
press the same meaning. To process the natural
language texts, existing approaches use vocabulary-
based embeddings (Wang et al., 2020). However,
legal documents involve many out-of-vocabulary
words (Jin et al., 2022b), which further makes the
task complex.

Meanwhile, we have several insights to solve
the problems. First, natural language preprocess-
ing, e.g., tokenization, POS tagging, and sentence
parsing, can mitigate the noise of legal documents.
Moreover, the identified POS tags and sentence
structure can help determine the legal entities by
the nature of human languages. Second, compared
to static entity representations that assign fixed
embeddings to words and entities in the knowl-
edge base, contextualized word representations
can generate adaptive semantic embeddings of
words and entities, which can be tuned by domain-
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Figure 2: Entity-aware Contextualized Representation

specific context (Ethayarajh, 2019). Finally, we ob-
serve that state-of-the-art entity-aware representa-
tions (Yamada et al., 2020; Ri et al., 2022) can take
advantage of both the advantages of contextualized
word embeddings and create entity representations
based on the rich entity-centric semantics encoded
in the corresponding entity embeddings. Therefore,
we combine these insights and propose to identify
legal entities with embeddings of legal-sensitive
entities.

For legal NER, we introduce a legal entity recog-
nition model: Legal-LUKE, based on the bidi-
rectional transformer encoder of LUKE (Yamada
et al., 2020). The LUKE model was pre-trained
by predicting both words and entities masked by
the [MASK] tokens. As shown in Figure 2, Legal-
LUKE takes as input the sequence of preprocessed
words (w1, w2, .., wN ) and entities (e1, e2, ..., eM ).
The encoder generates the legal-contextualized
representations for both words and entities, i.e.,
(Hw1 , Hw2 , ..,HwN ) and (He1 , He2 , ..,HeM ). To
compute the word and entity embeddings, three
embeddings are added together, which include to-
ken embeddings, type embeddings, and position
embeddings. Position embeddings are used to asso-
ciate entity tokens with their corresponding word
tokens, where the position of an entity token is
determined by the positions of its corresponding
word tokens. The entity position embeddings are
then added up over these positions.

4 Evaluations

We conduct extensive experiments using the rhetor-
ical role classification and legal named entity recog-
nition tasks. We have implemented the Legal-
BEST-HSLN model and the Legal-LUKE model
based on Pytorch (Paszke et al., 2019).

4.1 Experimental Setup

The input word sequence is created by inserting
the tokens of [CLS] and [SEP] into the original
word sequence as the first and last tokens, respec-
tively, unless stated otherwise. For the input entity
sequence of Legal-LUKE, the legal entities from
the training set are used to fine-tune the model. Al-
though we cannot access the test set before the task
organizers open the evaluation system, we train and
tune our models and baselines based on the training
and validation set.

4.1.1 Baselines for Rhetorical Role
Classification

For subtask A, we set up our experiments by select-
ing BERT-base and 3 BERT variants with minor
modifications as our baselines:

• BERT-Base. For this model, we directly use
the [CLS] token embedding as the sentence
embedding as the encoder of the classifier.

• BERT-Mean. Instead of using the hidden
state of the token [CLS] for the classification
output from BERT, we tried to use the mean
value of 128 lengths of sequences.

• BERT-Regularization. In this method, we
made a preprocessing work to the training set
by regularizing symbols. These procedures
include: (a) lowercase, (b) remove @name,
(c) isolate and remove punctuation except ‘?’,
(d) remove special characters such as columns
and semi-columns, (e) remove stop words ex-
cept ‘not’ and ‘can’, and (f) remove trailing
whitespace.

• BERT-Augmentation. Each sentence train-
ing set is randomly swapped and the entire
training size is doubled.

4.1.2 Baselines for Legal Named Entity
Recognition

For subtask B, we select the following 3 models as
our baselines:

• BERT-CRF. For this model, we use the BERT
model as the encoder and transform the encod-
ings into NER labels with the CRF prediction
head.

• BERT-Span. BERT-Span (Joshi et al., 2020)
is the variation of BERT that uses BERT to
train span boundary representations, which
are more suitable for entity boundary detec-
tion.
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Model Micro F1 Score Best Epoch

BERT-Base 0.631 5
BERT-Mean 0.641 4
BERT-Regularization 0.597 4
BERT-Augmentation 0.645 4
Legal-BERT-HSLN 0.828 16

Table 1: Rhetorical Role Classification Performance

• XLM-roBERTa-CRF. XLM-roBERTa-CRF
is a combination of XLM-RoBERTa (Con-
neau et al., 2019) and CRF. XLM-RoBERTa
is a multilingual version of RoBERTa, a trans-
former model pre-trained on a large corpus
in a self-supervised fashion. We used XLM-
RoBERTa-large as the encoder model.

• mLUKE. mLUKE (Ri et al., 2021) is a mul-
tilingual extension of LUKE, a pre-trained
language model that incorporates entity infor-
mation from Wikipedia.

4.1.3 Test Environment
The evaluations are performed on a desktop server,
with the Intel Xeon E5-1650 CPU, Ubuntu 18.04
OS, 64 GB memory, 4 TB storage, and 4 NVIDIA
GeForce GTX 1080 Ti graphics cards. While train-
ing the Legal-LUKE model, we encountered out-of-
memory issues, and we switched to another server,
which has the Intel Xeon W-2245 CPU, Ubuntu
20.04 OS, 128 GB memory, 2 TB storage, and an
NVIDIA RTX A5000 graphics card.

4.2 Results of Rhetorical Role Classification

The goal of rhetorical role classification is to pro-
vide a categorization label for each sentence at
the unstructured document level. The number of
classes is 13. The training set has 247 documents
with a total sentence number of 30k, validation
set has 30 documents with a total sentence number
of 3k. In this section, all evaluations are reported
based on the validation set.

Table 1 shows the summary of micro F1 scores
for Legal-BERT-HSLN and the baselines on the
validation set, where Legal-BERT-HSLN signifi-
cantly outperforms all baselines and it takes more
epochs to converge, where we believe Legal-BERT-
HSLN has the better capacity to understand legal
documents. It is worth mentioning that the regular-
ization process decreased the F1 score and suggests
that the rhetorical role is sensitive to detailed stop
words and external sentence markers.

While our initial design choice was not Legal-

Figure 3: Confusion Matrix of BERT Baseline Predic-
tions

BERT-HSLN, we originally trained the baseline
models. Specifically, our first design choice was
to treat all sentences as individual elements where
they have no correlation to each other. We set the
baseline model with the BERT network backbone
with a simple multilayer perceptron. The result-
ing confusion matrix is shown in Figure 3 with the
micro F1 0.631. Subsequently, we conducted 3
BERT variants with minor modifications and ob-
tained the performance shown in Table 1. From the
results, we observed the significant performance
gap between all the BERT baselines and the state-
of-the-art solution (Kalamkar et al., 2022b).

To fully understand the problem, we put an ef-
fort into examining the distribution of the legal
dataset (Modi et al., 2023) in term of sentence
length and classes. In Figure 4 (A), the sentence
lengths overall satisfied Poisson’s distribution but
there is a significant noise at <20 levels. These
short sentences may influence the accuracy of clas-
sification due to a lack of meaningful informa-
tion. For example, sentences 17928, 17929, and
17930 are "[326C-E", "] 2.", and "There may be
circumstances where expenditure, even if incurred
for obtaining advantage of enduring benefit would
not amount to acquisition of asset", respectively,
whose ground-truth labels are all PREMABLE.
This might be due to the discontinuous annota-
tion from turning the page or a keyboard input
mistake. Therefore, model prediction from the sen-
tence level is likely not an optimal paradigm to
proceed. In Figure 4 (B), we found that there is a
significant bias of the labeling in the training set;
therefore, we believe that more experiments, such
as validating the label bias, can be tested for future
research.

Except for the design choices, we also evalu-
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Figure 6: Confusion Matrix with Legal-BERT-HSLN

ate the effectiveness of our hyper-parameters. Fig-
ure 5 shows the micro F1 score is influenced by
the batch size, maximum sentence length, and
learning rate, where the best combination we have
tested so far is batch size 16, maximum sen-
tence length 32, learning rate 1 × 10−4. All
weighted-F1 scores in Figure 5 are calculated
from sklearn.metrics.f1_score function with
the weighted option. Figure 6 shows the confu-
sion matrix using this combination of hyperpa-
rameters, and it is found that the best Micro F1
score we achieve in the validation set is 0.828. Al-
though the major error contribution is no longer
in the PREMABLE label, the accuracy of the
PRE_NOT_RELIED label is 0 which is the same as
reported by the state-of-the-art solution (Kalamkar
et al., 2022b). For future experiments, we suggest
studying this outlier effect.

Performance on Test Set After the task orga-
nizer released the test, we test Legal-BEST-HSLN
and submitted the predictions. Surprisingly, we ob-
tained the micro F1 score of 0.8343 and ranked No.
5 out of 27 teams. Note that the test performance
is better than all performance on the validation set.
Therefore, we believe that there is a shift in the
distribution of the training, validation, and test sets.

4.3 Results of Legal Named Entity
Recognition

Table 2 presents the overall performance of Legal-
LUKE and the baseline models for legal named
entity recognition on the validation set. We observe
that Legal-LUKE outperforms all baselines with an
up to 14.3% better micro F1 score.

Moreover, among the baselines, the BERT-Span
model is better than the BERT-CRF model where
we used the same encoder model but different pre-
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Model F1 Score Best Epoch

BERT-CRF 0.694 12
BERT-Span 0.712 14
XLM-roBERTa-CRF 0.773 21
mLUKE 0.787 12
Legal-LUKE 0.796 18

Table 2: Overall Performance on Validation Set of Legal
Named Entity Recognition
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Figure 7: The Best Performance of the Baseline Model
XLM-roBERTa-CRF across Training Epochs

diction heads, which demonstrates the benefits of
using the span boundary representations for the
named entity recognition task. Moreover, the XLM-
roBERTa encoder model shows better legal text en-
coding capacity because the XLM-roBERTa-CRF
model and BERT-CRF model share the same de-
coder module, but XLM-roBERTa-CRF outper-
forms BERT-CRF with a 11.4% better F1 score.
Note that we gave the same parameters for the
baseline models. For example, we consider con-
text information by a natural language preprocessor
with a maximum length of 100. To balance train
efficiency and performance, we set the batch size
per GPU as 16 with a learning rate scheduler whose
initial rate is 5.0×10−6 and the AdamW optimizer.
Although we set the maximum number of epochs
as 10, we observed that all models achieved the
best performance at early epochs. For example,
Figure 7 shows the best performance of the XLM-
roBERTa-CRF baseline model on the validation set
in different epochs, which shows the convergence
effect as the training epoch increases.

For our Legal-LUKE model, we also use a learn-
ing rate scheduler that has a warm-up ratio of 0.06,
the same initial rate 5.0×10−6 as baselines, and the
AdamW optimizer. While the pre-trained LUKE
model is too large for our GPU server, we tune the
different batch sizes to trade off between training
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Figure 8: The Best Performance of Legal-LUKE across
Training Epochs

speed and performance, and eventually we set the
batch size as 8. Similar to the baseline models,
we also observe the performance convergence (as
shown in Figure 8) though we set the maximum
epoch number at 100.

Performance on Test Set After the task orga-
nizer released the test, we evaluated Legal-LUKE
on the test set and submitted the predictions. We
obtained an F1 score of 0.667 and ranked No. 13
out of 17 teams. Our test F1 score is far lower than
the validation F1 score. However, according to the
dataset (Kalamkar et al., 2022a), the validation set
and test set should have similar distributions as they
are from the same group of legal cases. Our hypoth-
esis is that the event organizer adopted a different
preprocessor from ours which produces different
token indices and label shifts. For example, we
observed that the legal documents contain many
empty lines and we opted to remove such lines in
our processing, which can result in the different
token indices in our predictions. We plan to further
investigate the root cause upon the release of the
test set.

5 Conclusion

In this paper, we propose to understand legal docu-
ments with context-sensitive language models. For
the sub-task of rhetorical role classification, we de-
sign the Legal-BERT-HSLN model, which learns
the hierarchical context information to solve the
sequential sentence classification problem. For le-
gal named entity recognition, we implemented the
Legal-LUKE model which is both contextualized
and entity-aware. Our evaluation results reveal the
outperformance of our models compared to base-
lines and we are the top-5 teams for the rhetorical
role classification task on the leaderboard.
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