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Abstract

In this paper, we proposed and explored the im-
pact of four different dataset augmentation and
extension strategies that we used for solving
the subtask 3 of SemEval-2023 Task 3: multi-
label persuasion techniques classification in a
multi-lingual context. We consider two types
of augmentation methods (one based on a mod-
ified version of synonym replacement and one
based on translations) and two ways of extend-
ing the training dataset (using filtered data gen-
erated by GPT-3 and using a dataset from a
previous competition). We studied the effects
of the aforementioned techniques by using the
augmented and/or extended training dataset to
fine-tune a pretrained XLM-RoBERTa-Large
model. Using the augmentation methods alone,
we managed to obtain 3rd place for English,
13th place for Italian and between the 5th to
9th places for the other 7 languages during the
competition.

1 Introduction

The subtask 3 of SemEval-2023 Task 3 (Piskorski
et al., 2023) focuses on detecting the persuasion
techniques used in online news, in a multilingual
context. This task is significantly important as it
may enable one to identify attempts of manipu-
lation and misinformation, attacks on reputation,
persuasive language and logical fallacies in textual
data.

The data offered by the organizers of the com-
petition covered nine languages: English, French,
Italian, Spanish, German, Georgian, Greek, Polish
and Russian. For three of the languages (Span-
ish, Georgian and Greek) only the test data was
available, to promote the development of language-
agnostic solutions in a zero-shot learning scenario.

To solve this subtask, we used a pre-trained
multi-lingual transformer-based model: XLM-
RoBERTa-Large (Conneau et al., 2020). We further
fine-tuned this model on an augmented version of

the dataset which encompassed the provided train-
ing data for the six languages.

We used two augmentation techniques that had
the purpose to balance the amount of data associ-
ated either with each persuasion technique or with
each language. The first augmentation method con-
sisted in creating new articles by translating the
data from one language to all of the other languages
using a translation API. The second technique in-
volved employing a special procedure to balance
the data corresponding to each persuasion tech-
nique; in this case, the augmentation consisted in
creating similar articles by replacing words from
the paragraphs with synonyms from the NLTK
WordNet corpus 1.

By using data augmentation, we managed to
score 3rd on the English language, and between
5 − 13th places on all the other languages on the
official SemEval-2023 test set leaderboard.

Post-competition, we considered extending the
training dataset in two ways: by using a dataset
from a similar previous competition (Dimitrov
et al., 2021) and by using data generated with GPT-
3 (Brown et al., 2020). We performed experiments
with all four techniques of dataset extension and
augmentation and summarized which methods de-
termined our model to obtain the highest F1 score
for each language, providing also a comparative
analysis with our results during the competition.

While most novel approaches focus on the ar-
chitecture of the used model(s), for this subtask
we tried to emphasize the importance of using aug-
mented and/or additional training data in influenc-
ing a model’s predictions and performance.

The complete code for our proposed solution,
including the data generation and augmentation
steps, can be found on Github 2 .

1https://www.nltk.org/howto/wordnet.html
2https://github.com/Amihaeseisergiu/Appeal-for-

Attention-SemEval2023
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2 Background

2.1 Related work
To set a starting foundation for our work, we an-
alyzed the state of the art techniques presented
at the SemEval’s previous proceedings on simi-
lar (sub)tasks: the detection of persuasion / propa-
ganda techniques in textual datasets (Da San Mar-
tino et al., 2020), (Dimitrov et al., 2021). It is im-
portant to mention that the provided data for these
previous competitions was exclusively in English.

We observed that the most performant solutions
were ensemble based, combining multiple types of
pretrained transformers: (Tian et al., 2021), (Abu-
jaber et al., 2021), or combining fine-tuned trans-
former models with classical Machine Learning
models, such as logistic regression and decision
trees in the case of (Hossain et al., 2021).

We discovered that many contestants (Abujaber
et al., 2021) (Gupta and Sharma, 2021) employed
augmentation techniques to balance the given
datasets and to improve the performance of their
models.

Back-translation was one of the most commonly
utilized augmentation methods to enrich the pro-
vided monolingual datasets. Authors of (Abujaber
et al., 2021) chose as intermediate languages for
translation Dutch and Russian, while German and
Russian was used in (Ghadery et al., 2021). In
(Gupta and Sharma, 2021) it was stated that re-
peated back translation could have produced many
similar data instances, hindering the learning pro-
cess for the complex proposed models.

EDA (Easy Data Augmentation Techniques for
Boosting Performance on Text Classification Tasks)
(Wei and Zou, 2019) was another popular utilized
augmentation method, encompassing a series of
four operations: synonym replacement (SR), ran-
dom insertion (RI), random swap (RS) and random
deletion (RS). However, the authors introducing
EDA mentioned that the techniques might bring
negligible improvements when using pre-trained
models (including transformer based models such
as BERT (Devlin et al., 2019)). In (Gupta and
Sharma, 2021), the authors explicitly stated that
EDA brought no significant improvements for the
task of detecting persuasion techniques in texts.

Starting from these observations, we decided to
tackle this year’s current task by experimenting
with various combinations of data augmentation
and data extension techniques that might increase
the performance of the transformer-based models.

Analyzing the results from the paper (Bayer et al.,
2022), we decided to try two augmentation tech-
niques: synonym replacement based on part-of-
speech tags and translations from one language to
all the other languages. We also considered extend-
ing the provided dataset with data generated and
annotated by GPT-3 (Ding et al., 2022) and with
the dataset from a similar previous competition
(Dimitrov et al., 2021).

2.2 Competition dataset
The provided dataset for the subtask 3 was repre-
sented by a list of articles in nine languages (En-
glish, French, German, Italian, Polish, Russian,
Spanish, Georgian and Greek), given as individual
files. For the last three languages only the test data
was available.

Each article had a unique identifier and was com-
posed of multiple paragraphs. The persuasion tech-
niques (labels) were given in a separate file, the
labels being linked to the article id and to the num-
ber of the paragraph.

The data was collected from 2020 to mid 2022,
and included widely-discussed topics such as
COVID-19, climate change, the Russo-Ukrainian
war, etc. The labels were not balanced across the
languages, with some being entirely absent. Fur-
thermore, the dataset was noisy, for example in
some cases the first paragraph of the article was
included in the title.

3 System overview

3.1 Data augmentation and extension
To increase our training data and balance the num-
ber of paragraphs with an associated language and
with associated persuasion techniques, we consid-
ered multiple options for modifying the provided
competition dataset:

• Extending the competition training dataset
with the textual dataset from SemEval 2021 -
Task 6 (Dimitrov et al., 2021).

• Extending the competition training dataset
with synthetic data generated with GPT-3.

• Augmenting the competition training dataset
by adding translations of the articles from
each language to all of the other languages.

• Augmenting the competition training dataset
using synonyms from WordNet.

We performed multiple experiments in which
we applied, in the above mentioned order, a sub-
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set of these dataset extension and/or augmentation
techniques.

3.1.1 Dataset from SemEval 2021 -Task 6

The SemEval 2021 - Task 6 challenge involved the
detection of persuasion techniques in memes and
texts of the memes. The task was monolingual,
covering only the English language. We selected
from the textual dataset provided for this competi-
tion only those instances labelled with persuasion
techniques that matched the propaganda techniques
given in our task.

3.1.2 Dataset generated with GPT-3

We used the GPT-3 Text Davinci model from Open
AI 3 to automatically create paragraphs containing
a subset of the given propaganda techniques with
a maximum length of 500 tokens. We generated
500 paragraphs for each of the 6 languages: En-
glish, French, German, Italian, Polish, Russian, by
using a customizable template: “Generate a para-
graph containing < persuasion_techniques >
as persuasion techniques in < language >”.

The number of propaganda techniques included
for each paragraph was a random number between
1 and 6. The probability of choosing one of the six
propaganda techniques with the highest frequen-
cies (Appeal to Fear - Prejudice, Loaded Language,
Exaggeration-Minimisation, Name Calling - La-
beling, Doubt, Questioning the Reputation) was
smaller (0.0166) than the probability of choosing
one of the other propaganda techniques (0.05295).

We filtered the results to avoid cases in which
GPT-3 would generate definitions of propaganda
techniques and not examples of usage. The filter-
ing was done by searching for words with more
than 5 characters, that were part of the names of
the propaganda techniques. If such words were
encountered then the paragraph was not considered
in the final dataset.

3.2 Translation based augmentation

To increase the amount of training data and bal-
ance the number of paragraphs associated to each
language, we employed a translation based aug-
mentation technique. We used the DeepTranslator
API 4 to translate each article from the dataset from
the original language to all of the other 8 languages.

3https://platform.openai.com/docs/models/gpt-3
4https://pypi.org/project/deep-translator/

3.3 Synonym based augmentation

In order to further extend our dataset and to bal-
ance the number of paragraphs corresponding to
each persuasion technique, we used a synonym-
based augmentation technique. More exactly, we
considered the set of paragraphs that had associ-
ated at least one of the less represented labels (with
a frequency smaller than 500) and performed an
oversampling over it (with a sampling factor of
1.5). For each paragraph in the set we created a
new one by replacing every word in it, if possible,
with a WordNet synonym. Each synonym was cho-
sen such that it had the same part of speech as the
original word and a Levenshtein distance 5 between
it and the original word of at least 3. We used the
Spacy library 6 to retrieve the parts of speech, and
the NLTK WordNet corpus to extract matching syn-
onyms. We finally extended our dataset with the
newly created paragraphs.

3.4 Data preprocessing and used model

To solve subtask 3, we utilized the XLM-RoBERTa-
Large pre-trained multi-lingual model (Conneau
et al., 2020), fine-tuning it on the augmented and/or
extended training dataset.

In the tests performed during the competition, we
utilized the training data augmented using the two
previously discussed techniques (synonym based
augmentation and translation based augmentation).
In the experiments realized post-competition, we
considered multiple ways of combining the four
augmentation and extension methods mentioned in
section 3.1.

Before feeding the data to the model, we prepro-
cessed each paragraph using the common configu-
ration for RoBERTa (Zhuang et al., 2021), which
allows a maximum sequence length of 512.

4 Experimental setup

In our experiments, we utilized the Google Co-
lab7 and Kaggle8 platforms to fine-tune our XLM-
RoBERTa-Large model. We cumulated the given
train and dev splits, using 80% of it for training and
20% for validation.

Due to the dimensions of our model and the
limited memory in our used environments, we per-
formed a manual hyper-parameter tuning. We se-

5https://pypi.org/project/python-Levenshtein/
6https://spacy.io/
7https://colab.research.google.com/
8https://www.kaggle.com/
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lected as final hyperparameters the ones that en-
abled our model to obtain the highest validation F1
Micro score.

To fine-tune the model on this multi-
label classification task we used the
MultiLabelClassificationModel class pro-
vided by the Simple Transformers library 9. The
official evaluation metric used for this subtask was
the Micro F1 score; however, the Macro F1 score
was also computed.

5 Results

5.1 Competition results

As previously mentioned in section 3.4, the final
used dataset during the competition was an aug-
mented version of the original dataset. Table 1
contains the hyperparameters used to fine-tune the
XLM-RoBERTa-Large model: a learning rate of
1e−5, a weight decay of 5e−10 and a number of
training epochs equal to 20; we also used a batch
size of 16 with 16 gradient accumulation steps

Training parameter Value
learning_rate 1e-5
num_train_epochs 20
weight_decay 5e-10
train_batch_size 16
gradient_accumulation_steps 16
eval_batch_size 16

Table 1: Hyperparameters used during competition

Table 2 highlights the results obtained by our
team (ACS), in comparison to the scores attained by
the team with rank 1 and by the baseline solution.

We obtained 3rd place on the English language,
with a Micro F1 score of 0.36299, very close to
the score corresponding to the 1st place: 0.37562.
We also obtained 13th place for Italian and ranks
between 5 and 9 for the other seven languages.

We believe that some reasons justifying the good
position on the English language might include:

• There are a lot more available corpora in En-
glish than in most other languages. Authors
of the XLM-RoBERTa-Large (Conneau et al.,
2020) stated that the used amount of data for
training the model was considerably higher
for the English language than for the other
languages.

9https://simpletransformers.ai/

• Regarding the augmentation step, the Word-
Net version for English is more developed
in comparison to the versions for the other
languages. The large amount of English re-
sources might also contribute to a higher qual-
ity of services such as part-of-speech tagging
using Spacy or translations using DeepTrans-
lator.

Lg. Rank Team F1 Micro F1 Macro

E
ng

lis
h

1 APatt 0.37562 0.12919
... ... ... ...
3 ACS 0.36299 0.16621
... ... ... ...
19 Baseline 0.19517 0.06925

It
al

ia
n

1 KInIT 0.55019 0.21436
... ... ... ...
13 ACS 0.43097 0.21096
... ... ... ...
16 Baseline 0.39719 0.12152

R
us

si
an

1 KInIT 0.38682 0.18879
... ... ... ...
6 ACS 0.31152 0.17325
... ... ... ...
15 Baseline 0.20722 0.08598

Fr
en

ch

1 NAP 0.46869 0.32171
... ... ... ...
9 ACS 0.37417 0.20318
... ... ... ...
16 Baseline 0.24014 0.09867

G
er

m
an

1 KInIT 0.51304 0.23313
... ... ... ...
8 ACS 0.41783 0.21802
... ... ... ...
17 Baseline 0.31667 0.08345

Po
lis

h

1 KInIT 0.43037 0.17929
... ... ... ...
8 ACS 0.34368 0.20072
... ... ... ...
18 Baseline 0.17928 0.05932

Sp
an

is
h

1 TeamAmpa 0.38106 0.24366
... ... ... ...
5 ACS 0.31730 0.13934
... ... ... ...
11 Baseline 0.24843 0.02007

G
re

ek

1 KInIT 0.26733 0.12559
... ... ... ...
6 ACS 0.20583 0.11851
... ... ... ...
14 Baseline 0.08831 0.00606

G
eo

rg
ia

n 1 KInIT 0.45714 0.32758
... ... ... ...
7 ACS 0.27986 0.26142
... ... ... ...
14 Baseline 0.13793 0.14083

Table 2: Competition results of our team (ACS)

5.2 Post competition results

Post-competition, we performed multiple experi-
ments to evaluate the impact of the four augmenta-
tion and extension techniques proposed in section
3.1. We were interested to see which combinations
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of these techniques produced the highest increase
in the Micro F1 score for each of the 9 languages.
We continued to utilize the same model: XLM-
RoBERTa-Large, as during the competition.

For easier reference, we abbreviated:

• the synonym based augmentation to s
• the translation based augmentation to t
• the extension made using data generated with

GPT-3 to g
• the extension realized using the dataset from

task 6 of the previous year’s competition to o.

To limit the number of possibilities, we consid-
ered a fixed order of application of the methods: o,
g, t, s. Next, we created all of the 16 datasets by ap-
plying none, one, or multiple of the four techniques
over the original training data.

We fine-tuned the model on each generated train-
ing dataset and registered the Micro F1 scores ob-
tained on the test dataset for every language.

Regarding hyperparameter tuning, we observed
that the only parameter generating a substantial
modification of the Micro F1 score was the number
of epochs (denoted by E). Therefore, we decided to
work with the same values for the hyperparameters
as the ones used during the competition (Table 1)
and varied only the number of epochs.

Table 3 summarizes for each language the used
number of epochs (E) and the subset of utilized
augmentations and/or extension methods (M ) that
generated the maximum Micro F1 score on the test
dataset. The last column of the table highlights
the increase in score in comparison to the results
obtained during the competition.

Lang. E F1 Micro M Increase
English 20 0.38628 t 0.02329
Italian 25 0.48011 o, g, s 0.04914
Russian 25 0.33136 o, g, s 0.01984
French 25 0.39364 o, g, s 0.01947
German 20 0.46133 s 0.0435
Polish 20 0.37195 g, t, s 0.02827
Spanish 20 0.31730 t, s 0
Greek 20 0.23529 o 0.02946
Georgian 20 0.33544 g, t 0.05558

Table 3: Post-competition results emphasizing the num-
ber of epochs and the techniques used to obtain the
highest F1 score for each language

Analyzing table 3, it can be observed that the
highest increase in the F1 score is obtained for the

Georgian, Italian and German languages, followed
by Polish and Greek. The subset of augmentation
and/or extension techniques that generated the best
results varied greatly from language to language.

Appendix A contains the number of articles la-
belled with each persuasion technique, resulted af-
ter applying different combinations of the used data
augmentation and/or extension techniques. The re-
sults are cumulated for all languages.

Appendix B indicates the detailed results ob-
tained post competition for 10 subsets of augmen-
tation and/or extension methods, for which we ob-
tained the highest mean over the Micro F1 scores
obtained on the validation dataset for all languages.
The third column in the associated table indicates
the Micro F1 scores attained on the test dataset.

6 Conclusion

In this paper, we propose and study the effect of
four data augmentation and extension techniques
to solve the problem of identifying persuasion tech-
niques used in online news in a multi-lingual setup
(subtask 3 of Task 3 from the SemEval 2023 com-
petition).

In case of augmentation, we utilize two methods:
a variation of the classic synonym replacement op-
eration that takes into account the words’ part of
speech and Levenshtein distances and a translation
based techniques that creates new articles by trans-
lating the data from one language to all of the other
languages. We also consider extending the training
dataset with data from a similar previous SemEval
task and with synthetic data generated with GPT-3.

We explore the impact of these techniques by us-
ing the augmented and/or extended training dataset
to fine-tune a pretrained XLM-RoBERTa-Large
model.

We manage to achieve good results on all 9 lan-
guages proposed in the competition. Our results
indicate that the quality and quantity of the train-
ing data have a major impact on a model’s perfor-
mance and that we can obtain major improvements
by using suitable augmentation and extension tech-
niques.
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A Number of articles per each persuasion technique after applying the data
augmentation and/or extension techniques
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B Post-competition detailed results

Aug. Mean F1 Micro Final F1 Micro

g 0.53527

En: 0.33959
It: 0.47421
Ru: 0.31037
Po: 0.35132
Fr: 0.38501
Ge: 0.45958
Es: 0.30643
Gr: 0.22472
Ka: 0.31293

o 0.4756

En: 0.33635
It: 0.46291
Ru: 0.31143
Po: 0.33494
Fr: 0.37467
Ge: 0.42945
Es: 0.31520
Gr: 0.23529
Ka: 0.33457

t 0.638

En: 0.38628
It: 0.46133
Ru: 0.31281
Po: 0.33270
Fr: 0.37564
Ge: 0.43920
Es: 0.31162
Gr: 0.20985
Ka: 0.30389

s 0.677

En: 0.34596
It: 0.47407
Ru: 0.28699
Po: 0.30968
Fr: 0.37520
Ge: 0.46133
Es: 0.30575
Gr: 0.19625
Ka: 0.31452

g, o, t, s 0.658

En: 0.37201
It: 0.46497
Ru: 0.31157
Po: 0.33944
Fr: 0.37389
Ge: 0.42269
Es: 0.31604
Gr: 0.21059
Ka: 0.30619

Aug. Mean F1 Micro Final F1 Micro

t, s 0.7266

En: 0.36299
It: 0.43097
Ru: 0.31152
Po: 0.34368
Fr: 0.37417
Ge: 0.41783
Es: 0.31730
Gr: 0.20583
Ka: 0.27986

g, t 0.66185

En: 0.37160
It: 0.44695
Ru: 0.29921
Po: 0.35172
Fr: 0.37674
Ge: 0.43039
Es: 0.30864
Gr: 0.21967
Ka: 0.33544

g, o, s 0.531

En: 0.34934
It: 0.48011
Ru: 0.33136
Fr: 0.39364
Ge: 0.45054
Po: 0.34555
Es: 0.29499
Gr: 0.22452
Ka: 0.31915

g, o, t 0.666

En: 0.36849
It: 0.45310
Ru: 0.29810
Fr: 0.38189
Ge: 0.44043
Po: 0.34976
Es: 0.30559
Gr: 0.21540
Ka: 0.29814

o, t, s 0.72397

En: 0.33959
It: 0.47421
Ru: 0.31037
Fr: 0.38501
Ge: 0.45958
Po: 0.35132
Es: 0.30643
Gr: 0.22472
Ka: 0.31293
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