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Abstract

This paper introduces our participating system
to the Explainable Detection of Online Sex-
ism (EDOS) SemEval-2023 - Task 10: Explain-
able Detection of Online Sexism. The EDOS
shared task covers three hierarchical sub-tasks
for sexism detection, coarse-grained and fine-
grained categorization. We have investigated
both single-task and multi-task learning based
on RoBERTa transformer-based language mod-
els. For improving the results, we have per-
formed further pre-training of RoBERTa on the
provided unlabeled data. Besides, we have em-
ployed a small sample of the unlabeled data
for semi-supervised learning using the mini-
mum class-confusion loss. Our system has
achieved macro F1 scores of 82.25%, 67.35%,
and 49.8% on Tasks A, B, and C, respectively.

1 Introduction

The advent of diverse social media platforms has
enabled both identified and anonymous users to
express their views and beliefs freely and openly.
However, a number of online users leverage this
freedom of expression to abuse other people or
a group of people based on their race, ethnicity,
culture, religion, gender, and political orientation,
to name but a few (Guiora and Park, 2017). To
tackle this issue, social media platforms rely on
content moderation techniques to review and fil-
ter their users’ posts (Shen and Rose, 2019; Gille-
spie, 2018, 2020; Liu et al., 2021). During the past
decade, researchers have shown an increased inter-
est in building artificial intelligence-based tools and
applications to address the challenges of content
moderation automation in social media platforms.
For instance, various Natural Language Processing
(NLP) research works have been introduced for of-
fensive language (Zampieri et al., 2019, 2020), hate
speech (Basile et al., 2019; Röttger et al., 2021),
Cyberbullying (Van Hee et al., 2015; Menini et al.,
2019; Chen and Li, 2020), toxicity (van Aken et al.,

2018; Pavlopoulos et al., 2021), misogyny (Fersini
et al., 2018; Mulki and Ghanem, 2021) and sexism
(Jha and Mamidi, 2017; Rodríguez-Sánchez et al.,
2021) detection.

The Explainable Detection of Online Sexism
(EDOS) shared task introduces three sub-tasks for
sexism detection and categorization in the English
language (Kirk et al., 2023). The aim is to develop
NLP models and systems for sexism detection and
explainability. It emphasizes improving predic-
tions’ interpretability and explainability for fair
content moderation decision-making. The EDOS
shared task provides training data for developing
an accurate and explainable model for sexism de-
tection using a set of hierarchical labels and tasks.

In this paper, we present our participating system
to the EDOS shared task. We have explored both
single-task and multi-task learning models. All our
models rely on RoBERTa pre-trained transformer-
based language model (Liu et al., 2019). To im-
prove the performance of our models, we have
conducted domain-adaptive pre-training using the
shared task unlabeled data. To do so, on the one
hand, we have employed the whole word masking
pre-training objective (Cui et al., 2019). On the
other hand, we have performed semi-supervised
training using the provided labeled data and a sam-
ple of 28k entries from the unlabeled data, pre-
dicted as sexist texts by our ST_3 model (Section
3.3), on Task B and Task C. The Minimum Class
Confusion (MCC) loss (Jin et al., 2019) is then
used to train our model on the sampled unlabeled
data.

For the official evaluation, we have submitted
the results of our multi-task learning model which
is trained in a semi-supervised manner and utilizes
our adapted RoBERTa-large encoder. Our system
has achieved macro F1 scores of 82.25%, 67.35%,
and 49.8% on Tasks A, B, and C, respectively.
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Table 1: Labels hierarchy of EDOS sub-tasks

Task A Task B Task C

Not Sexist −− −−

Sexist

Threats, plans to harm and incitement
Threats of harm

Incitement and encouragement of harm

Derogation

Descriptive attacks

Aggressive and emotive attacks

Dehumanising attacks and overt sexual objectification

Animosity

Causal use of gendered slurs, profanities and insults

Immutable gender differences and gender stereotypes

Backhanded gendered compliments

Condescending explanations or unwelcome advice

Prejudiced Discussions
Supporting mistreatment of individual women

Supporting systemic discrimination against women as a group

2 Background

2.1 Task Description

The Explainable Detection of Online Sexism
(EDOS) shared task covers three sub-tasks for sex-
ism detection and categorization in the English lan-
guage (Kirk et al., 2023). The aim is to develop
models that detect sexist content and explain why
it is sexist. It addresses the challenges of devel-
oping an accurate and explainable model for sex-
ism detection using a set of hierarchical labels and
tasks. Table 1 illustrates the class-label hierarchy
of EDOS sub-tasks. These sub-tasks are described
as follows:

• Task A - Binary Sexism Detection is a binary
classification that aims to detect sexist posts.

• Task B - Category of Sexism is a multi-class
classification task. It aims to assign a sexist
post to one of the following categories: (1)
threats, (2) derogation, (3) animosity, and (4)
prejudiced discussions.

• Task C - Fine-grained Vector of Sexism is
a multi-class classification task. The goal is
to assign a sexist post to more fine-grained
sexism vector categories (see table 1) .

The shared task data is collected from Gab and
Reddit. The task-labeled dataset consists of 20K
data instances (entries), where half of the entries
are sampled from Gab and the other half from
Reddit. The original dataset is split following the

70/10/20 proportions for training/validation/test
sets. In addition to the labeled dataset that is
provided for models training on the downstream
tasks, the organizers have supplied two unlabelled
datasets containing 2M text entries (1M entries
from GAB and 1M from Reddit).

2.2 Related Work
Online sexism is a pervasive problem that can harm
women and create hostile environments. Sexism
detection in social media content has become an
emerging field of natural language processing and
social computing (Jha and Mamidi, 2017; Karlekar
and Bansal, 2018; Zhang and Luo, 2019; Parikh
et al., 2019; Abburi et al., 2020; Chiril et al., 2020;
Rodríguez-Sánchez et al., 2021; Sen et al., 2022).
In the Automatic Misogyny Identification (AMI)
shared task at IberEval and EvalIta 2018, partic-
ipants were tasked with identifying instances of
sexist behavior in tweets and categorizing them
based on a taxonomy proposed by Anzovino et al.
(2018). The latter includes behaviors such as dis-
credit, stereotype, objectification, sexual harass-
ment, threat of violence, and derailing. Most par-
ticipating systems have employed the SVM and
ensemble classifiers with features such as n-grams
and opinions (Fersini et al., 2018). The AMI shared
task’s datasets have also been utilized in the Mul-
tilingual Detection of Hate Speech Against Immi-
grants and Women in Twitter shared task at Se-
mEval 2019, where the best results have also been
achieved by an SVM model utilizing sentence em-
beddings as features (Indurthi et al., 2019).
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Deep learning-based methods have also shown
encouraging performance for sexism detection.
For instance, Jha and Mamidi (2017) have used
an LSTM model for detecting and classifying
tweets as benevolent, hostile, or non-sexist. Kar-
lekar and Bansal (2018) have used a single-label
CNN-LSTM model with character-level embed-
dings to classify three types of sexual harassment,
namely commenting, ogling/staring, and touch-
ing/groping. Zhang and Luo (2019) have employed
two different types of deep neural network mod-
els, namely CNN + Gated Recurrent Unit layer
and CNN + modified CNN layers for feature ex-
traction, intending to categorize social media texts
into one of three categories: racist, sexist, or non-
hateful. Additionally, Parikh et al. (2019) have
analyzed instances of sexism reported by women
on the "Everyday Sexism Project" website and cat-
egorized them into 23 non-mutually exclusive cat-
egories using a variety of deep learning models,
including LSTM, CNN, CNN-LSTM, and BERT.
These models were trained on top of different dis-
tributional representations such as characters, sub-
words, words, and sentences, as well as additional
linguistic features. In the same context, Chiril et al.
(2020) have introduced a French sexism detection
method based on BERT contextualized word em-
beddings complemented with both linguistic fea-
tures and generalization strategies. Abburi et al.
(2020) have proposed a semi-supervised multi-task
learning method using BERT model for multi-label
fine-grained sexism classification. Another line
of work uses counterfactually augmented data to
improve out-of-domain generalizability for sexism
and hate speech detection (Sen et al., 2022). Fi-
nally, Rodríguez-Sánchez et al. (2021) have orga-
nized the sEXism Identification in Social neTworks
(EXIST) shared task at IberLEF, which involves
sexism identification and categorization of tweets
and gabs in both Spanish and English.

In addition to detecting online sexism, several
research works have been proposed to address as-
sociated societal issues such as hate speech (Basile
et al., 2019; Röttger et al., 2021), offensive lan-
guage (Zampieri et al., 2019, 2020), cyberbully-
ing (Van Hee et al., 2015; Menini et al., 2019;
Chen and Li, 2020), misogyny (Fersini et al., 2018;
Mulki and Ghanem, 2021), and toxicity (van Aken
et al., 2018; Pavlopoulos et al., 2021). However,
most existing approaches are based on opaque deep
learning models whose inner workings cannot eas-

ily be explained. These models only provide bi-
nary or coarse-grained labels that fail to provide
insights into the specific types of sexism present in
a given text or the reasoning behind its classifica-
tion. Therefore, in recent years, there has been a
growing interest in the field of NLP to develop mod-
els that not only make accurate predictions but also
provide explanations of how they reached their de-
cisions (Danilevsky et al., 2020; Balkir et al., 2022;
Kim et al., 2022).

3 System Overview

In this section, we present the employed text en-
coders, the pre-training procedure, and our model
architectures.

3.1 Text Encoder
To encode the input texts of EDOS sub-tasks, we
have explored both RoBERTa base and large vari-
ants. RoBERTa is a Pre-trained Language Model
(PLM) based on the transformer encoder architec-
ture (Liu et al., 2019). It is a variant of BERT
model (Devlin et al., 2019) trained using an opti-
mized approach. More precisely, it is pre-trained
on five English text corpora of varying sizes and
domains: Book Corpus, CC-News, OpenWeb Text,
and Stories datasets (Liu et al., 2019). The authors
improve the pre-training procedure of BERT by in-
creasing the number of training steps, using bigger
batch sizes, and employing larger pre-training data.
Besides, they have omitted the next sentence predic-
tion objective and used longer training sequences
(Liu et al., 2019).

3.2 Further pre-training
To adapt the language model to Gab and Reddit
domain data, we have conducted domain adaptive
fine-tuning of RoBERTa PLM using the provided
starter-kit unlabeled data of EDOS shared task. Fur-
ther pre-training is performed by duplicating the
unlabeled data (three times) and optimizing the
whole word masking pre-training objective (Cui
et al., 2019).

3.3 Models
We have assessed the performance of three single-
task and three multi-task learning models. The
single-task models are described as follows:

• ST_1: This model consists of RoBERTa-base
encoder and one dropout and one classifica-
tion layer.
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• ST_2: This model has a similar architecture
to ST_1 model, while using RoBERTa-large
to encode the input texts.

• ST_3: This model is also similar to the
previous ones, but it relies on our adapted
RoBERTa-large PLM to encode the input
texts.

In our three multi-task learning models, we
have utilized our adapted RoBERTa-large language
model (further pre-training of RoBERTa-large on
Gab and Reddit unlabeled data) to encode the input
texts. These models are described as follows:

• MT_1: This model uses a classifier per task
on the embedding of our adapted RoBERTa-
large PLM. Each classifier consists of one
dropout layer and one classification layer.

• MT_2: This model applies task-specific atten-
tion layers on the contextualized embedding
of our RoBERTa large. The aim is to extract
task-discriminative features. This model uses
also similar three classifiers that consist of one
dropout and one classification layer. Never-
theless, the input of each classifier is the con-
catenation of the task-specific attention output
and the pooled output embedding. This model
architecture has been used in several previous
shared tasks, including the Arabic misogyny
detection and categorization (El Mahdaouy
et al., 2021; Essefar et al., 2021; Mahdaouy
et al., 2021).

• MT_3: This model is similar to MT_2, but it
is trained in a semi-supervised manner using
the Minimum Class Confusion (MCC) loss
(Jin et al., 2019) on tasks B and C, respec-
tively. To do so, we have employed a sample
of 28k instances (14k from Gab and 14k from
Reddit data) of the starter-kit unlabeled data
that are predicted sexist by the ST_3 model.
The Cross-Entropy (CE) losses (tasks A, B,
and C) are minimized using the provided la-
beled data and the MCC losses (tasks B and
C) are optimized on the sampled unlabeled
data. Thus, the total loss combines 5 training
objectives. In order to weight the five losses
in the overall objective, we have used the au-
tomatically weighted multi-task loss (Kendall
et al., 2018).

4 Experimental Setup

All our models are implemented using Pytorch1

deep learning framework, Pytorch Lightning2, and
Hugging Face Transformers3 library. We have
conducted our experiments using Dell PowerEdge
C4140 server, having 4 Nvidia V100 SXM2 32GB.

We have performed domain adaptive pre-training
using a learning rate of 5× 10−5 and a batch size
of 8 per GPU device. The number of epochs is
fixed to 3. The other hyper-parameters are fixed to
their defaults values of the employed pre-training
script4.

For model fine-tuning on the EDOS sub-tasks,
we have fixed the learning to 1× 10−5, the dropout
to 0.2, the maximum sequence length to 128, and
the number of epochs to 10. The batch size is
fixed to 16 for all sub-tasks. All models have been
trained on the training set and validated on the
provided development set. We have performed
model evaluation using the macro averaged Recall,
Precision, and F1-score.

5 Results

In this section, we describe the obtained results
of our models as well as our official submissions.
Table 2 summarizes the obtained results of our
models on the development sets of EDOS sub-tasks.
For all sub-tasks, we present the obtained results
on the macro-averaged Precision, Recall, and F1-
score.

Task A

On the one hand, for single-task learning models,
the obtained results on Task A show that RoBERTa-
large model (ST_2) outperforms its base variant
(ST_1). Besides, domain-adaptive pre-training
(ST_3) improves the performance of our model.
On the other hand, the obtained results using multi-
task learning models demonstrate that using task-
specific attention layers (MT_2) enhances the per-
formance of our system. Although the MCC train-
ing objective is minimized on Tasks B and C, the
best F1-score on Task A is obtained using the
MT_3 model.

1https://pytorch.org/
2https://www.pytorchlightning.ai/
3https://github.com/huggingface/transformers
4https://github.com/huggingface/transformers/

blob/main/examples/research_projects/mlm_wwm/
run_mlm_wwm.py
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Table 2: The obtained results (%) on the development sets of EDOS subtasks.

Task A Task B Task C

Model Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

ST_1 82.94 80.73 81.73 61.49 59.82 59.82 45.71 40.19 41.43
ST_2 83.50 83.45 83.48 65.13 64.86 64.96 49.13 48.02 48.26
ST_3 85.86 82.68 84.09 68.99 69.38 69.18 51.54 50.35 50.26
MT_1 80.67 84.92 82.34 69.22 70.88 69.98 52.05 52.64 51.41
MT_2 81.27 84.97 82.79 68.44 73.35 70.47 51.29 55.28 52.63
MT_3 83.34 86.62 84.74 68.31 74.8 70.81 54.17 57.79 55.19

Task B

In line with the obtained results on Task A, em-
ploying RoBERTa-large and domain-adaptive pre-
training (ST_2) improves the categorization per-
formance of our single-task learning model. Be-
sides, the comparison results demonstrate that our
multi-task learning models surpass their single-task
learning counterparts on most evaluation measures.
The best F1-score performance is obtained using
MT_3 model that minimizes the MCC loss on Task
B, and Task C.

Task C

In accordance with Task A and Task B, domain-
adaptive pretraining enhances the performance of
our single-task learning model (ST_3). Overall, the
multi-task learning models improve the F1-score
results. Besides, using task-specific attention lay-
ers improves the model performance. Finally, the
best results are obtained using MT_3 model that
minimizes the MCC loss on Task B, and Task C.

Official submissions results

For the official evaluation results, we have sub-
mitted the results of our multi-task learning model
MT_3. Table 3 present our official results on EDOS
sub-tasks. The official evaluation results show that
our system achieved macro F1 scores of 82.25%,
67.35%, and 49.8% on Tasks A, B, and C, respec-
tively.

Table 3: The official results (%) of our submitted sys-
tem.

Task A Task B Task C

F1-score 82.25 67.35 49.80

6 Conclusion

In this paper, we have introduced our participat-
ing system to the Explainable Detection of Online
Sexism (EDOS) shared task. In order to improve
the performance of our model, we have explored
domain-adaptive pre-training and semi-supervised
learning leveraging the provided unlabeled data.
Overall, we have assessed the performance of three
single-task learning models and three multi-task
learning models.

The overall evaluation results show that our sys-
tem has achieved promising results on Task B and
Task C. It is ranked 11th, and 9th on Task B, and
Task C, respectively.
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