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Abstract

This paper describes our system used for sub-
task C (1 & 2) in Task 6: LegalEval: Under-
standing Legal Texts. We propose a three-level
encoder-based classification architecture that
works by fine-tuning a BERT-based pre-trained
encoder, and post-processing the embeddings
extracted from its last layers, using transformer
encoder layers and RNNs. We run ablation
studies on the same and analyze its perfor-
mance. To extract the explanations for the pre-
dicted class we develop an explanation extrac-
tion algorithm, exploiting the idea of a model’s
occlusion sensitivity. We explored some train-
ing strategies with a detailed analysis of the
dataset. Our system ranked 2nd (macro-F1 met-
ric) for its sub-task C-1 and 7th (ROUGE-2
metric) for sub-task C-2.

1 Introduction

With the increasing population, there is also an
increase in the number of legal cases, and the short-
age of capable judges to attend to them makes it
more difficult to process them in time, hence cre-
ating backlogs. In such a scenario, a method to
assist the judges and suggest an outcome (with
an explanation) of a legal case becomes necessary.
Such methods can also assist a legal professional
to help people; unfamiliar with the legal terms and
proceedings; to make informed decisions. In the
past, there have been many such approaches us-
ing machine learning techniques. In Sub-task C
of Task 6: LegalEval (Modi et al. (2023)) the or-
ganizers tried to tackle this problem in the context
of Indian Legal Cases from the Supreme Court of
India (SCI). Task C is divided into two sub-tasks,
C-1 and C-2. C-1 is the judgment prediction of the
court cases/documents, and C-2 is the explanation
of the said prediction.

In this work, we propose a classification frame-
work taking a few ideas from the hierarchical trans-
former approach by Pappagari et al. (2019) which

builds upon BERT (Devlin et al. (2019)) as a back-
bone encoder model. We fine-tune a BERT-based
pre-trained model and experiment with features
extracted from its last layers, and use it for fur-
ther classification (sub-task C-1) process, through
a combination of transformer encoders and RNNs.
We explored the effect of training this framework
with different parts of the training dataset and pro-
vide an analysis of its impact. For the explanation
task (sub-task C-2) we exploit the idea of “occlu-
sion sensitivity” (Zeiler and Fergus (2014)) and de-
velop a mechanism to extract the relevant sentences
from a document which serves as the explanation
for its prediction using the classification method in
sub-task C-1.

Our model ranked 2nd1 out of 11 participating
teams on sub-task C-1 obtaining 0.7228 macro-F1,
and 7th1 out of 11 on sub-task C-2 with ROUGE-2
= 0.0428 (8th, macro-F1 = 0.4). For extra details
on the ranking of task C-1 refer to section 2.1.1 and
section 5. Our code is available at GitHub2.

2 Task Description

• C-1: Legal Judgment Prediction (LJP): The
aim of this task is to predict the decision class
for a case document. For the dataset provided
(Section 2.1) this becomes a binary text clas-
sification problem.

• C-2: Court Judgement Prediction with Expla-
nation (CJPE): CJPE’s aim is to predict the
decision for a document and give its expla-
nation. The prediction here are the relevant
sentences from the document which have the
most contribution to the predicted decision.

Because explanations are difficult to annotate, ex-
planations have to be made without explicit training

1User: irit_iris(https://codalab.lisn.
upsaclay.fr/competitions/9558#results)

2https://github.com/NishchalPrasad/
SemEval-2023-Task-6-sub-task-C-

686

https://codalab.lisn.upsaclay.fr/competitions/9558#results
https://codalab.lisn.upsaclay.fr/competitions/9558#results
https://github.com/NishchalPrasad/SemEval-2023-Task-6-sub-task-C-
https://github.com/NishchalPrasad/SemEval-2023-Task-6-sub-task-C-


on the annotated explanations. This makes C-2 an
extractive explanation task for which no annotated
explanation is provided for training with the rea-
soning that a predictive model should be able to
explain its prediction.

2.1 Dataset

SemEval Task-6: LegalEval, subtask C provides a
corpus similar to the dataset provided by Malik et al.
(2021) (Indian Legal Document Corpus (ILDC))
with the same validation set but with lesser and
different training data. The dataset contains docu-
ments from the SCI, where the original decisions
have been removed. Each document is provided
with a label (0 = Rejected or 1 = Accepted) which
is used as the class label. The dataset has two
sub-sets, Multi and Single. Multi refers to those
legal cases where there are multiple petitions with
different decisions and Single where there is one
same decision for all the petitions. For the Multi
sub-set, the final decision is taken as the decision
class label for the document. Analysis of the doc-
uments shows that the documents are lowercase
and are noisy with many grammatical mistakes,
misspellings, and word breaks which creep in dur-
ing the data-cleaning and phrase removal phase.
The dataset is slightly imbalanced, the details of
which can be found in Table 1. We take this into
account while training and experimenting with our
approach. The test set for sub-task C-1 contains
1500 unlabeled documents. The Expert subset is for
the sub-task C-2 where there are no training data
and consists only of a test set with 50 documents
(Table 1) for which the predictions and their expla-
nations need to be made from the models developed
on Multi, Single or any external data. Since the
validation and the hidden test set is a combination
of Multi and Single type documents we combined
the Multi and Single set for training our models.

2.1.1 External Datasets
We also experimented with ILDC (Table 1), to test
our models and approach, which we have also used
to develop our models in our previous work (Prasad
et al. (2022)). We used this dataset (test set) mainly
for testing our approach. We used only one of its
trained models to analyze its results on the hid-
den test set, which achieves the maximum score
of 0.7228 macro-F1. With the same model archi-
tecture and only the training dataset of LegalEval
Task-C, we achieve a score of 0.6848, which still
ranks 2nd. We could not update this in the leader-

Table 1: Dataset statistics describing the split and label
ratio (Accepted : Rejected)

Dataset Split Multi Single Expert

LegalEval
Task-C

Train 1935 : 3147 3083 : 1899 -
Validation 497 : 497 -

Test
1500

(hidden labels)

50
(hidden

explanations)

ILDC
External

Train 13385 : 18920 1935 : 3147 -
Validation 497 : 497 -

Test 762 : 755
56

(with
explanations)

Label
(in the dataset)

0 = Rejected, 1 = Accepted

boards due to the competition platform’s system of
displaying the highest metric value.

2.2 Related Work

There have been several works in the past for pre-
dicting the judgment of legal cases using only the
case facts (Chalkidis et al. (2019),Chalkidis et al.
(2021), Zhong et al. (2020a)) which resonates with
the primary aim of LegalEval Task-C-1. Pretrained
transformer models (Devlin et al. (2019), Vaswani
et al. (2017)) have achieved widespread success in
natural language processing, and their variants in
the legal domain (Chalkidis et al. (2020)’s LEGAL-
BERT, Zheng et al. (2021)’s BERT trained on Case-
HOLD, Paul et al. (2022)’s InLegalBERT and In-
CaseLawBERT) have shown the importance of
domain-specific pre-training. In our past work
(Prasad et al. (2022)) we showed that intra-domain
(different lexicon, syntax, or grammar setting)
fine-tuning of a domain-specific pre-trained model,
adapts well to its downstream task, which is bene-
ficial when there is a lack of an intra-domain pre-
trained language model. An explanation for a judg-
ment is as essential as its prediction, without which
the interpretation and reliability of the prediction
come into question. Ye et al. (2018) propose a
task of court view generation with an interpretable
label-conditioned Seq2Seq attention model, with
experiments on the Chinese legal case documents
where they interpret a charge by selecting the rele-
vant rationales in the document. There are few ap-
proaches in the extractive explanation for a model’s
legal judgment prediction. Zhong et al. (2020b)
used Deep Reinforcement learning and developed
a "question-answering" based model named QA-
judge to provide interpretable decisions for their
judgment prediction task. Malik et al. (2021) pre-
sented an extractive explanation approach for their
CJPE task which is similar to the sub-task C-2.
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2.3 Evaluation metric and ranking

The classification (i.e. prediction) on the sub-task
C-1 is evaluated using the macro-F1 (m-F1) score.
For sub-task C-2 the evaluation metric used is
macro-F1 for the classification (i.e. prediction) and
the explanation is evaluated using the ROUGE-2
(Lin (2004)) score. In both sub-tasks (C-1, C-2) the
participants are ranked according to their maximum
metric scores.

3 System Overview

3.1 Sub-task C-1: General Architecture

The documents in the task-C dataset are long with
the average document length as ≈ 20000 tokens.
Processing such a long sequence through a trans-
former encoder (such as BERT) poses a problem
due to a limit on its input length (512 for BERT-
based encoders). One turnaround to this limitation
is processing the document in chunks through the
encoder and then extracting their embeddings for
further processing. This was done in Hierarchical
Transformers (Pappagari et al. (2019)). We modi-
fied their architecture and used a custom fine-tuning
approach from Malik et al. (2021) to fine-tune the
backbone encoder used in our architecture. The
general overview of the architecture can be seen in
Figure 1, and their details are described below.

• Level 1 (Custom fine-tuning): We divide the
document into chunks of length “c” (510 for
BERT-based model) with overlaps and pass
them through the pre-trained encoder tok-
enizer. The number of chunks for a document
will vary with its length. The output tokens
are padded and wrapped by [CLS] and [SEP]
tokens on both ends to make the input size
512.

These tokenized representations of each chunk
with the document’s label form an input to the
BERT-based encoder for fine-tuning.

• Level 2 (Extracting chunk embedding): From
the last four layers (l = 4) of the fine-tuned
encoder, for each document we pass the indi-
vidual tokenized representations of its chunks
formed in level 1 and extract their [CLS] repre-
sentation. A rough representation of the entire
document can be obtained by combining all
the [CLS] tokens together. So we accumulate
these [CLS] representations and attach them
with the original document label. This forms

Extracting Chunk [CLS] embeddings

pre-trained Encoder Custom
fine-tuning

Extracting Chunk [CLS] embeddings

   x L

embedding
dimension

(768)

n chunks

Transformer encoder layer x N

RNN x Rpooling

Linear

Linearprediction(Cross-entropy
loss)

Level 1

Level 2

Level 3

Figure 1: Three-level classification architecture

the new training data for the next phase of
processing.

The extracted chunk embeddings can be either
concatenated (by appending along the feature
dimension) or added (along the feature dimen-
sion) for post-processing.

• Level 3 (Post-processing chunk embedding):
So that one chunk can attend to another (i.e.
to learn the intra-chunk attention) we use N
× transformer encoder layer (Vaswani et al.
(2017)). We experiment with N = {1, 2, 3}.
The output from the transformer encoder layer
is max-pooled and processed through a Linear
layer of 128 nodes and the ReLu activation
function. We can also process the output from
the transformer encoder through R × RNN
layers. We considered 2 × BiLSTM for ex-
perimenting with this setting. For the final
binary classification layer we use a simple lin-
ear layer of 1 node with a sigmoid activation
function. Dropouts can be applied between
each transformer layer and linear layers.

For our best-performing model for the compe-
tition, we applied dropout between the trans-
former encoders (0.25%) and linear layers
(0.15%).

688



3.2 Sub-task C-2: Explanation Extraction
Algorithm

We used the idea of occlusion sensitivity (Zeiler
and Fergus (2014)) with its two-level approach
done by Malik et al. (2021) to develop our method
of extracting explanation. The details of the ap-
proach can be found in the Algorithm 1. For each
document, we divide it into chunks (as in level 1
of 3.1) and extract its chunk’s [CLS] embeddings
(steps 1-3). For each chunk, we occlude the chunk
embedding with zeros and use the occluded input
to get the probability output from level 3 of the clas-
sification architecture (3.1) (steps 5-8). We take
the probability of the full chunk embeddings as the
absolute and compare the occluded chunk probabil-
ity with it. The greater the decrease in probability
the more important is that chunk. So, we accumu-
late all the occluded chunk probabilities and sort
them into ascending order and select the top x%
chunks (steps 9,10). For a chunk in the selected
chunk; in the order of the sort; we calculate its
probability output pE(c) from the fine-tuned en-
coder Ef of level 1 of classification architecture.
We split chunks into sentences (step 12,13). In a
moving window of s sentences (sentence set), for
each window, we occlude (zero masks) the whole
sentence set and calculate the model’s output prob-
ability pE(cs) from Ef (steps 14-16). This shows
us the impact of that sentence set in the output pre-
diction of the model. If pE(cs) > pE(c) we imply
that the sentence set is less relevant and penalize
it by setting the sentence set score (windowscore)
as pE(c) − pE(cs). For each selected chunk we
sort the sentence set according to the sentence
set scores in decreasing order of the penalty and
choose the top k% set (steps 17-26). Doing this
for all sortedchunks gives the extracted sentences
which act as the explanation for the prediction of
the document by the proposed Sub-task C-1’s ar-
chitecture.

4 Experimental setup

We develop our models using the pytorch3 and
tensorflow4 library. We use InLegalBERT (Paul
et al. (2022)) as the encoder model as it was pre-
trained on the court cases of SCI (the same pool
of documents used in the LegalEval task), with
better performance than LEGAL-BERT (Chalkidis
et al. (2020)) on Indian court setting. We over-

3https://pytorch.org/
4https://www.tensorflow.org/

Algorithm 1 Explanation Extraction Algorithm
Require: From level 3 (section 3.1), select post-processing

model T , and the fine-tuned encoder Ef . x = % of
chunks to prioritise. k = % of sentences to prioritise.
s = sentence window size.

1: for all documents do
2: Divide the document into chunks.
3: Extract chunk [CLS] embeddings from Ef (level 2 of

section 3.1).
4: Get probability output from T for the document.
5: for each chunk do
6: Mask with 0.
7: probabilityoccluded chunk ← probability from T

after masking.
8: end for
9: Concatenate all probabilityoccluded chunk.

10: sortedchunks← Sort and select the top x chunks
11: for chunk c in sortedchunks do
12: pE(c)← Ef (c), probability output from Ef

13: Split c into sentences.
14: for sentence window set (cs) in c do
15: Mask cs with 0.
16: pE(cs)← probability Ef (cs).
17: if pE(cs) > pE(c) then
18: windowscore← pE(c)− pE(cs)
19: else
20: windowscore← pE(cs)− pE(c)
21: end if
22: cscore← concatenate all windowscore.
23: end for
24: Sort cscore in descending order.
25: Keep the top k sentences.
26: end for
27: end for

sampled5 the training data (to equal class balance)
for fine-tuning. Chunk overlap was kept to 90 to-
kens. AdamW (Loshchilov and Hutter (2019)) opti-
mizer (learning rate 2e−6) was used for fine-tuning
for 4 epochs and we chose the best performing
one to extract the [CLS] embeddings from the last
4 layers of InLegalBERT. In level 3 of the clas-
sification architecture, we used Adam optimizer
(learning rate 3.5e−6) and loss as “binary cross-
entropy”. For the transformer encoder layers, we
used the number of attention heads = 8, and the
internal feed-forward layer dimension as 2048. For
the BiLSTM layer, we used 100 nodes. We chose
x% = 0.3, k% = 0.4 and s={1, 2} for the explana-
tion extraction algorithm and used the ntlk6 library
for sentence splitting. We also experimented with
using the validation set as training data and the train
set as validation data after the model and dataset
analysis (section 5.1).

5https://imbalanced-learn.org
6https://www.nltk.org/
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5 Results

We uploaded the test predictions from some of the
best models (Table 2) during the development pro-
cess and show some of the experimental results for
the models developed (with their ablation) during
the competition in Table 3. Table 2 shows results
with other metric scores (ROUGE-1, ROUGE-L
(Lin (2004)), BLEU (Papineni et al. (2002)), ME-
TEOR (Lavie and Agarwal (2007)), Jaccard similar-
ity, overlap-min, overlap-max (Malik et al. (2021)))
apart from the competition’s chosen metrics. We
also used the ILDC’s test set for testing our devel-
oped model to approximate their performance in a
real setting. The fine-tuned InLegalBERT achieves
an m-F1 score of 74.92 in the LegalEval valida-
tion set and 75.25 with over-sampled training data.
Oversampling increased the number of samples
with a balanced class label which helped the en-
coder to learn better. We choose the oversampled
variant of InLegalBERT to extract the [CLS] em-
beddings. With N = 2 the performance is slightly
higher than N = 3. This is because the increase in
the model’s parameters slightly overfits the training.
Adding the RNN (2 x BiLSTM) reduced the scores.
The embeddings from the last four layers of InLe-
galBERT, when added, had a better m-F1 score
(≈ 0.3 points) than concatenating. We could not
upload the hidden test results from these models
because of the competition deadline but inferring
from their performance during the development
phase, they may attain higher scores than that of
(b) in Table 2.

In Table 2 model (b*) ranks 2nd (C-1 leader-
board) which was trained on a similar larger dataset.
With the same architecture, we still rank 2nd
(0.6848 m-F1) with model (b) where the 3rd rank
has a 0.6782 m-F1 score. Model (a) from Table
3 gives a 0.6575 m-F1 score which is improved
by further analysis (Section 5.1) of the dataset and
training on the validation set. The data skew (Fig-
ure 2) and the ability of task C-1’s validation set to
generalize over the C-1’s training set can be seen
with the metric scores in Table 3 which achieves
≥ 95% m-F1 score.

The Explanation Extraction Algorithm is model
dependent since its backbone is dependent on the
model’s output sensitivity to the parts of the input.
This can be seen from the table 2, where the bet-
ter the model’s classification capability the better
is the similarity metrics in table 2. While some
similarity metrics (BLEU, METEOR) may be not

behave as such with very slightly better similarity
metric performance (when compared upto five dec-
imal places) for a model with less classification
performance. But for upto 3 decimal places they
are almost similar.

5.1 Analysis
We analyzed the performance of our models dur-
ing the training and validation phase and saw a
huge gap (15 points) in the metric scores where on
training with the C-1’s train set split, the models
in Level 3 achieved accuracy and m-F1 of ≥ 95%
while scores on the validation set split of the model
were around 79%. So we analyzed the dataset by
applying a named entity recognition (NER) and
extracting the dates on which the legal cases were
appealed. For an SCI legal case document, the date
on which it is filed or appealed is in the beginning
few sentences of the document. We used the NER
(EntityRecognizer) from spaCy7 to recognize and
extract the dates from the first few sentences of the
case document. We plot its statistics in Figure 2.
As can be seen, the validation set is almost evenly
distributed while the train set is skewed toward
cases from 1958-1980. The skewness increases
in the hidden test set where most of the cases are
after 1990. We hypothesize that with the lack of
case documents from these recent dates, the models
trained on the train set will not be able to predict
properly due to a lack of learning from the new law
articles or case proceedings.

Figure 2: Distribution of cases (by year) in dataset split

6 Conclusion

In this paper, we presented our system for Subtask-
C of SemEval 2023 Task-6. We propose a three-
layered decision classification architecture for pro-
cessing large legal case documents that build upon

7https://spacy.io/api/entityrecognizer
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Table 2: Results on the hidden test data (rounded upto 5 decimal places)

C-1 C-2
Models m-F1 m-F1 ROUGE-2 ROUGE-1 ROUGE-L Jaccard BLEU METEOR overlap-min overlap-max

(b*)
= (b) trained on

ILDC_multi
0.7228 0.4 0.04283 0.19417 0.16802 0.10878 0.07840 0.19204 0.32662 0.15217

(a) 0.6575 0.3942 0.04129 0.19127 0.16498 0.10659 0.07633 0.19186 0.32752 0.14821
(b) 0.6848 0.4 0.04195 0.19617 0.16902 0.10911 0.07469 0.18868 0.33907 0.15057
(c) 0.6793 0.3997 0.04189 0.19674 0.17004 0.10939 0.07440 0.18943 0.33730 0.15121

Table 3: Experimental results of the C-1 classification
architecture (in % (rounded upto two decimal places))

Validation Test
Acc. m-F1 Acc. m-F1

Level 1
fine-tuned

InLegalBERT
(on Task-C-1

Train set)

Task-C-1
Val. set

ILDC
Test set

no e=1
sampling e=2

74.14 74.2 71.72 71.72
74.55 74.92 72.84 73.01

over e=1
sampling e=2

75.15 75.25 72.38 72.40
74.24 74.25 73.57 73.62

Level 3
last I layers

(InLegalBERT)
Nx

encoder RNN

(trained on
Task-C-1
Train set)

Task-C-1
Val. set

ILDC
Test set

1x Yes 79.07 79.01 78.25 78.22
(a) 2x No 80.08 80.01 78.79 78.74

2x Yes 79.68 79.61 77.79 77.76
(trained on
Task-C-1
Val. set)

Task-C-1
Train. set

ILDC
Test set

concat. 1 = 4
(b) 3x No 95.64 95.64 81.54 81.49

2x No 95.98 95.98 81.62 81.61
(c) 2x Yes 95.00 95.00 81.54 81.50

add l = 4
3x No 96.36 96.36 81.21 81.20
2x No 96.31 96.31 81.82 81.81
2x Yes 95.97 95.97 81.08 81.08

pre-trained encoders, embedding extraction, and
post-processing with transformer encoder and RNN
layers. Which ranked 2nd out of 11 participating
teams in sub-task C-1. We explored the effects of
training this architecture with ablation and study
its impact. We also developed an algorithm for
extracting an explanation for a decision prediction
and use it for explanation extraction in sub-task
C-2, which ranks 7th out of 11 participating teams
(ROUGE-2 metric). We give a detailed analysis of
the training and test dataset used in the competition.
In the future, we plan to take this work further to
develop a more general transformer architecture
for decision prediction and their explanation (both
abstract and extractive) from general large legal

case documents and specifically within the French
legal system (project LAWBOT8).
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