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Abstract

This paper describes the system entered by the
author to the SemEval-2023 Task 12: Senti-
ment analysis for African languages. The sys-
tem focuses on the Kinyarwanda language and
uses a language-specific model. Kinyarwanda
morphology is modeled in a two tier trans-
former architecture and the transformer model
is pre-trained on a large text corpus using
multi-task masked morphology prediction. The
model is deployed on an experimental platform
that allows users to experiment with the pre-
trained language model fine-tuning without the
need to write machine learning code. Our final
submission to the shared task achieves second
ranking out of 34 teams in the competition,
achieving 72.50% weighted F1 score. Our anal-
ysis of the evaluation results highlights chal-
lenges in achieving high accuracy on the task
and identifies areas for improvement.

1 Introduction

Over the past decade, Twitter has become a ma-
jor social media platform with many users among
the Kinyarwanda-speaking communities of Eastern
and Central Africa. It has become a convenient tool
for self-expression, public participation and infor-
mation sharing with an impact on the local social,
political and cultural environment. This makes it
important to study Twitter user content (or tweets)
produced by these communities in order to have a
well grounded understanding of their sociocultural
environment and dynamics. Therefore, performing
sentiment analysis on Twitter data can enable appli-
cations in different domains such as social studies,
public health, business and marketing, governance,
art and literature.

* This work is part of an independent research and devel-
opment effort towards Kinyarwanda language technology.

The objective of sentiment analysis for tweets is
to uncover the subjective opinion of tweet authors.
This requires predicting the author’s sentiment po-
larity, which may be positive, negative or neutral.
This can be achieved using natural language pro-
cessing (NLP) tools. With the recent develop-
ments in deep learning methods for NLP (Gold-
berg, 2017), especially the use of pre-trained lan-
guage models (PLMs) (Devlin et al., 2019; Liu
et al., 2019), there is an opportunity to apply these
techniques to the tweet sentiment analysis task.

However, performing sentiment analysis on
tweets is inherently challenging due to multiple
factors. First, many Twitter and other social media
users use non-standard language in many cases, of-
ten using newer symbols such as emojis, handles
and hashtags. This makes it harder for traditional
parsing tools to handle these new symbols of mean-
ing and emotion. Second, in many African lan-
guage communities, such as Kinyarwanda speakers,
there is often a tendency to code-mixing, whereby
users employ words from multiple languages in
the same sentence. Third, the training datasets are
typically small, making it hard to fit a model to
a large and diverse range of topics and language
styles. Finally, sentiment polarity can also be sub-
jective due to the blurry boundary between neutral
and positive or negative polarities.

We use a pre-trained language model closely
similar to KinyaBERT (Nzeyimana and Niy-
ongabo Rubungo, 2022) to perform sentiment anal-
ysis as a generic text classification task. Our main
contribution is to present experimental results ob-
tained on this task by using multi-task masked mor-
phology prediction for pre-training. We experi-
ment with both BERT-style (Devlin et al., 2019)
and GPT-style (Radford et al., 2018) pre-training
and confirm that BERT-style achieves better accu-
racy. Due to stability challenges in BERT model
fine-tuning, we ran many fine-tuning experiments
and submitted both the best performing model and
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an ensemble of the top five performing models on
the validation set. The best performing model on
the validation set resulted in marginally better test
set performance than the ensemble model.

2 Background

The SemEval-2023 shared task 12 (Muhammad
et al., 2023a) (“AfriSenti”) targets 12 African lan-
guages for tweet sentiment classification. The ob-
jective is to determine the polarity of a tweet in the
target language (positive, negative, or neutral). The
training dataset (Muhammad et al., 2023b) was an-
notated by native speakers of the target languages
and a majority vote was used to assign a label to a
tweet.

Our system submitted to the task focuses the
Kinyarwanda section of the monolingual sub-task
A. We chose to participate on the Kinyarwanda sub-
task mainly because it is the native language of the
author; thus, it is relatively easier to understand the
data. The team had also worked on Kinyarwanda-
specific pre-trained language models before, and so
it was important to evaluate on the tweet sentiment
analysis task.

3 System overview

In this section, we explain the main idea behind our
pre-trained language model which we fine-tuned
on the tweet sentiment classification task.

3.1 Morphology-based two tier pre-trained
transformers for language modeling

Pre-trained language models such as BERT (De-
vlin et al., 2019) and GPT (Radford et al., 2018)
typically use compression algorithms such as
BPE (Sennrich et al., 2015) to tokenize input text,
and thus reduce the size of the vocabulary. How-
ever, a number of studies (Bostrom and Durrett,
2020; Mager et al., 2022) have found that BPE is
sub-optimal at handling complex morphology in
both language modeling and machine translation.
KinyaBERT (Nzeyimana and Niyongabo Rubungo,
2022) is a Kinyarwanda-specific model that ex-
plicitly models the morphology of the language in
a two tier transformer architecture. The first tier
represents word-level information using a morpho-
logical analyzer for segmentation and a small trans-
former encoder to capture morphological correla-
tions. The morphological analyzer was developed
in prior work (Nzeyimana, 2020) using both rules
and data-driven approaches. The second tier uses

a larger transformer encoder to capture sentence-
level information, yielding better performance than
BPE-based models. We use a model closely sim-
ilar to the original KinyaBERT model, but with a
slightly different pre-training objective.

3.2 Pre-training objective
KinyaBERT model architecture uses four pieces
morphological information per word: the stem, af-
fixes, part-of-speech(POS) tag and an affix set. The
original masked-language model of KinyaBERT
was to predict the stem, the POS tag and either
the affixes or the affix set. Losses were aggre-
gated by summation. The new model we used in
our system uses the same four pieces of informa-
tion for encoding, and predicts all of them using
a multi-task learning scheme called gradient vac-
cine (Wang et al., 2020). The Gradient vaccine
scheme allows us to predict all morphological in-
formation for either language encoding or language
generation tasks like GPT or machine translation.

The GPT variant of our morphology-informed
language model for Kinyarwanda uses the same
two-tier transformer architecture, but prediction is
performed generatively, meaning by predicting the
next word morphology (stem, affixes, POS tag and
affix set) instead of masked morphology as it is the
case for the BERT-style model.

3.3 Model fine-tuning
After the BERT or GPT models are pre-trained
on a large Kinyarwanda text dataset, we fine-tune
them on the target task. Our target task in this case
is tweet sentiment classification. For the BERT-
variant model, we pass the whole input text through
the encoder layers and use the output corresponding
to the start of sentence token ([CLS] in BERT) for
classification. This is achieved by applying a feed-
forward layer on the output, followed by a softmax
function and then minimizing a cross entropy loss
function.

For the GPT-variant model, we use a prompt to-
ken corresponding to the end of sequence token
([EOS]) and then use the final next token hidden
state vector from the transformer decoder for pre-
diction. This hidden state vector is also passed
though a feed-forward layer and a softmax func-
tion to train the classifier.

3.4 Fine-tuning and inference platform
In order to allow for quick fine-tuning experiments
and fine-tuned model serving, we deployed an ex-
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Figure 1: Training and inference workflow on the shared training and inference platform.

perimental web application that can be used by
different users to fine-tune various tasks on our
pre-trained BERT and GPT models. The web ap-
plication is developed in Java, but it also integrates
Python/PyTorch components for model training
and inference on GPU. It also integrates with a
morphological analyzer via a RESTful (Richardson
and Ruby, 2008) application programming infer-
ence (API). We use this platform for our various
experiments on the AfriSenti task.

The platform workflow is presented in Figure 1,
while a screen capture of the user interface is pre-
sented in Figure 2. For fine-tuning, the user starts
by creating a dataset on the platform. The dataset
is just uploaded as tab-separated text files, where
the last column is the assigned label. The dataset
is then pre-processed to identify all class labels
and also segmented by the morphological analyzer
API. Once the dataset has been pre-processed, it is
ready for model fine-tuning. Before the fine-tuning
process starts, the user is allowed to edit task hyper-
parameters such as batch size, learning rate and
number of epochs. Due to the GPU sharing model
of the platform, fine-tuning tasks are scheduled in
a first-in first-out (FIFO) queue, allowing only one
fine-tuning task to run at a time.

Once the model finishes training, the system
presents validation sets scores to the user who can
then decide to download or deploy the best vali-
dated model for serving. Similar to the fine-tuning
task, the user can also configure different serving
parameters and decide wether they need extra in-
built functionality such as name-entity recognition.
The inference task is run continuously as a back-
ground spawned process until the user can decide
to stop it. Unlike fine-tuning tasks, multiple infer-

ence tasks can be run at the same time as long as
there are still enough hardware resources. All our
experiments on the shared task were run using this
platform.

4 Experimental setup

In our experiments, we used BERT and GPT-style
models of similar sizes. In both cases, the morphol-
ogy encoder (i.e. lower tier transformer encoder)
uses 128 hidden dimension, four attention heads
and four encoder layers with 512 feed-forwards
dimension. The sentence encoder (i.e. upper tier
transformer encoder) uses 768 hidden dimension,
12 attention heads and 12 encoder layers with 3072
feed-forward dimension. Each model contains
about 105 million parameters.

During pre-training, we set the maximum se-
quence length to 512 words/tokens. The main sen-
tence encoder is word-aligned and all Kinyarwanda
word types are modeled by their morphology. Only
proper names, numbers, foreign language words
and other orthographic symbols are segmented us-
ing a BPE model and the BPE-produced tokens are
represented as stems without affixes in our mor-
phological representation. Our pre-training text
corpus contained about 426 million words/tokens,
corresponding to about 16.1 million sentences, and
taking 2.5 GB of disk space.

Since many social media posts such as tweets
often include emojis for expressing emotion, we
attempted to represent the most common emojis
with verbal text corresponding to their Unicode
short names1 to see if it improves the accuracy.
We did not find any improvement over the BPE

1https://unicode.org/emoji/charts/full-emoji-list.html
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Figure 2: Training and inference platform user interface.

representations that were already learned through
pre-training.

For fine-tuning, we chose hyper-parameters
through a grid search crossing three batch sizes,
three peak learning rates and three numbers of
epochs. The best configuration came to be a peak
learning rate of 2e-5, a batch size of 16 tweets
and 30 fine-tuning epochs. In all cases, we set
the transformer and attention dropout to 0.1 and
the optimizer weight decay to 0.05. We used
Adam (Kingma and Ba, 2014) optimizer with a lin-
ear decay learning rate schedule and a linear warm-
up stage of 6% of all training steps. Our imple-
mentation uses PyTorch version 1.13 and we used
a Linux workstation computer with one NVIDIA
RTX 3090 GPU.

5 Results

In our first experiment, we run ten fine-tuning ex-
periments using both BERT and GPT-style mod-
els. Our experimental results on the development
set are presented in Table 2. We observed a large
variance in the obtained F1 scores, even with bias
correction (Mosbach et al., 2020) applied to the
optimizer. We hypothesize that this is due to the
small dataset size and the non-standard language
used in the tweets.

After noticing the stability challenge of fine-
tuning, we opted to train a large number of fine-
tuned BERT models and use the top performing

Table 1: Official top 10 team rankings on the shared
task along with our preliminary ensemble submission.

Rank Team F1 (%)
1 BCAI-AIR3 72.63
2 KINLP (Our top model) 72.50
3 mitchelldehaven 72.48
4 DN 71.91
5 GMNLP 71.80
6 UCAS 71.47
7 afrisent23kb 71.00
8 uid 70.99
9 TBS 70.98
10 ymf924 70.88
- Our ensemble of 5 models 72.48

Table 2: Comparison between BERT and GPT model
performance on the development set for 10 independent
fine-tuning runs. The average scores are shown with the
standard deviation.

Model F1 (%) average F1 (%) range
variant over 10 runs over 10 runs

GPT 70.1±0.7 68.5 – 71.5
BERT 71.9±0.8 70.4 – 73.4

models on the validation set for the test set submis-
sion. In total, we trained 100 models, and picked
the top five models among them to form an en-
semble of voting models. Our first submission
then used the output produced by letting the five
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ensemble models vote on the label of each tweet,
and picking the label with most votes. The ensem-
ble submission resulted in 72.48% F1 score, while
the top model among them resulted in 72.50% F1
score which was then ranked second on the shared
task. The official ranking of the top ten teams is
presented in Table 1.

Figure 3: Confusion matrix on the validation set, nor-
malized by the true class labels.

Our error analysis showed challenges in both
the Twitter data quality and class ambiguity. For
example, the following two tweets were labelled
by the annotators as having negative sentiment po-
larity: kr_dev_00037: @user ndaq nkajya ndeba
ik muri freetim (roughly meaning ’what should
I watch in my free time’); kr_dev_00067: @user
Kubera iki x nafata uwo mwanya (roughly mean-
ing ’why should x take the time/position’). These
examples show three types issues. First, they have
orthographic errors and the first one uses code-
mixing, which makes it hard to parse and fully
understand. Second, they were probably responses
to other tweets or engaging specific Twitter users;
thus lacking context. Third, the annotators assigned
them negative polarity labels, which is hard to imag-
ine without the proper context. Our system assigns
neutral polarity to both of them.

Overall, we show a confusion matrix on the vali-
dation set in Figure 3. The confusion matrix high-
lights the blurry boundary between the negative and
neutral classes and between negative and positive
classes. As highlighted by the two examples above,
the negative class gets the most examples classified
by the model as neutral. It is also shown that the
positive class gets the highest recall or 0.75.

6 Conclusions and future work

We developed a fine-tuning and inference system
for various NLP tasks on Kinyarwanda. The sys-
tem is based on KinyaBERT model architecture for
Kinyarwanda language. We submitted our system
evaluation results to the SemEval-2023 Task 12
for sentiment classification for African languages.
Our final submission achieved 72.50% F1 score on
the Kinyarwanda sub-task and was ranked second
out of 34 teams in the competition. Our experi-
ments showed that a BERT-style pre-trained lan-
guage model achieves better performance than a
GPT-style model. However, there is a large vari-
ance in performance due to the instability of model
fine-tuning, possibly resulting from the nature of
the dataset. Future work will involve improving the
stability of model fine-tuning and also evaluating
larger configurations of the pre-trained model on
the task. There is also a potential to develop data
augmentation methods and use semi-supervised
learning to improve the model performance.
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