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Preface

We are glad to pen the first few words for the proceedings of SIGDIAL 2023, the 24rd Annual Meeting of
the Special Interest Group on Discourse and Dialogue. The SIGDIAL conference is a premier publication
venue for research in discourse and dialogue. This year the conference is organized together with
the conference on International Natural Language Generation (INLG). The format is hybrid with most
participants and presenters in-person. Zoom was used for remote presentations and Discord was used as
a communication platform for both remote and local participants.

The joint SIGDIAL-INLG 2023 took place on September 11-15, 2023 in Prague, Czech Republic
at OREA Hotel Pyramida. The joint conference was collocated with five full-day and one half-day
workshops and one satellite event on September 11-12:

• Taming Large Language Models: Controllability in the era of Interactive Assistants

• Workshop on Multimodal, Multilingual Natural Language Generation and Multilingual WebNLG
Challenge

• The 1st Workshop on Counter Speech for Online Abuse

• The Eleventh Dialog System Technology Challenge

• PracticalD2T: 1st Workshop on Practical LLM-assisted Data-to-Text Generation

• Connecting multiple disciplines to AI techniques in interaction-centric autism research and
diagnosis (half-day workshop)

• The 2023 Young Researchers’ Roundtable on Spoken Dialog Systems (YRRSDS 2023) was held
as a satellite event

We thank the organizers of the workshops. We are grateful for their coordination with the main
conference.

SIGDIAL received 136 submissions this year, comprising 87 long papers, 42 short papers, and 7 demo
descriptions. We have aimed to develop a broad, varied program spanning the many positively-rated
papers identified by the review process. We therefore accepted 61 papers in total: 41 long papers (47%),
16 short papers (38%), and 4 demo descriptions, for an overall acceptance rate of 45.5%. In addition, we
considered 7 articles from Dialogue and Discourse journal and selected 3 for poster presentations.

SIGDIAL-INLG 2023 jointly featured 4 keynotes (one of them presented remotely), a panel discussion,
and a joint virtual poster/demo session. The SIGDIAL 2023 program featured 5 oral sessions with 24
talks. The presented topics included Analysis of discourse and dialogue, LLM for dialogue, Dialogue
modeling and evaluation, Language understanding and multimodality, and Topics in open-domain
dialogue (arguments, opinions, empathy).

7 of the talks were presented virtually and were evenly distributed among the oral sessions. The format
of the talks was a 15 minute presentation with 5 minutes for Q&A. The conference had two in-person
poster-demo sessions featuring a total of 27 poster and 2 demo presentations. A virtual joint SIGDIAL-
INLG poster/demo session was held on Discord during the conference and featured 8 posters and 2
demos from SIGDIAL submissions.

In organizing this hybrid in-person/ remote conference, we have tried to maintain as much of the spirit
of a fully in-person conference as possible, allowing opportunities for questions and discussion both
from in-person and remote audiences. Online participants were able to ask questions using the Discord
platform which also featured a channel for online discussions.
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We had 131 reviewers and 13 Senior Program Committee (SPC) members, who were each responsible for
9-11 papers, leading the discussion process and also contributing with meta-reviews. Each submission
was assigned to an SPC member and received at least three reviews. Decisions carefully considered
the original reviews, meta-reviews, and discussions among reviewers facilitated by the SPCs. We are
immensely grateful to the members of the Program Committee and Senior Program Committee for their
efforts in providing excellent, thoughtful reviews of the large number of submissions. Their contributions
have been essential to selecting the accepted papers and providing a high-quality technical program for
the conference.

A conference of this scale requires the energy, guidance, and contributions of many parties, and we would
like to take this opportunity to thank and acknowledge them all. We thank our four keynote speakers,
Emmanuel Dupoux (Ecole des Hautes Etudes en Sciences Sociales), Ryan Lowe (OpenAI), Barbara Di
Eugenio (University of Illinois Chicago), and Elena Simperl (King’s College London) for their inspiring
talks on "Textless NLP: towards language processing from raw audio", "Aligning ChatGPT: past, present,
and future", "Engaging the Patient in Healthcare: Summarization and Interaction", and "Knowledge
graph use cases in natural language generation", respectively.

Ryan Lowe’s talk was followed by a panel discussion on ‘Social Impact of LLMs’. We thank the panel
chair David Traum and the Panelists: Malihe Alikhani, Maria Keet, Ryan Lowe, and Ehud Reiter for
engaging discussion on this important topic.

SIGDIAL 2023 was made possible by the dedication and hard work of our community, and we are
indebted to many. The hybrid nature (in-person and remote), the collocation with the INLG and
seven workshops put additional burden on the organization process. The conference would not have
been possible without the advice and support of the SIGDIAL board, particularly Gabriel Skantze and
Milica Gasic as well as Emiel van Miltenburg and Dave Howcroft who helped coordination between the
collocated events.

The tireless work by the local organizing team led by Ondřej Dušek who was involved in countless
discussions prior and during the conference coordinating SIGDIAL, INLG, and collocated workshops.
We thank the local team who ensured that the conference ran very smoothly, and was enjoyed greatly by
all participants. Without that team, there would not have been a conference.

Special thanks go to Zdenek Kasner and Ondrej Platek for their tireless efforts in managing the website
with timely updates, and to the team handling various online aspects of participation: Ondrej Platek,
Patricia Schmidtova, Dave Howcroft. We would like to thank Patricia Schmidtova, Mateusz Lango and
Simone Balloccu for further help with conference preparation. We are grateful to Souro Mukherjee, Kirill
Semenov, Nalin Kumar, and Peter Polák, as well as Zdenek Kasner, Ondrej Platek, Patricia Schmidtova,
Simone Balloccu, and Mateusz Lango again, for support with the registration, A/V and all other local
organizing tasks. Many thanks also go to Jan Hajič for his support, and especially to Anna Kotěšovcová
for making all the local arrangements possible. We would also like to thank the sponsorship chair
Ramesh Manuvinakurike, who brought to the conference an impressive panel of conference sponsors.
We gratefully acknowledge the support of our sponsors: LivePerson (Platinum), LuxAI (Platinum),
Apple (Gold), Furhat Robotics (Silver), AX Semantics (Bronze), and Bloomberg (Bronze). In addition,
we thank Malihe Alikhani, the publication chair, and Casey Kennington, the mentoring chair for their
dedicated service.

Finally, it was our great pleasure to welcome you physically and remotely to the conference. We hope
that we have provided an enriching and productive experience at the joint SIGDIAL-INLG 2023.

Svetlana Stoyanchev, Shafiq Joty, Program Co-Chairs
David Schlangen, General Chair
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Keynote Abstracts

Keynote 1: Engaging the Patient in Healthcare: Summarization and Interaction
Barbara Di Eugenio
University of Illinois, Chicago

Abstract: Effective and compassionate communication with patients is becoming central to healthcare.
I will discuss the results of and lessons learned from three ongoing projects in this space. The first,
MyPHA, aims to provide patients with a clear and understandable summary of their hospital stay, which
is informed by doctors’ and nurses’ perspectives, and by the strengths and concerns of the patients
themselves. The second, SMART-SMS, models health coaching interactions via text exchanges that
encourage patients to adopt specific and realistic physical activity goals. The third, HFChat, envisions an
always-on-call conversational assistant for heart failure patients, that they can ask for information about
lifestyle issues such as food and exercise. All our work is characterized by: large interdisciplinary groups
of investigators who bring different perspectives to the research; grounding computational models in
ecologically valid data, which is small by its own nature; the need for culturally valid interventions, since
our UI Health system predominantly serves underprivileged, minority populations; and the challenges
that arise when dealing with the healthcare enterprise.

Bio: Barbara Di Eugenio is a Professor and Director of Graduate Studies in the Computer Science depart-
ment at the University of Illinois Chicago. There she leads the NLP laboratory (http://nlp.cs.uic.edu/).
She obtained her PhD in Computer Science from the University of Pennsylvania (1993). Her research
has always focused on the pragmatics and computational modeling of discourse and dialogue, grounded
in authentic data collection on the one hand, and in user studies on the other. The applications of her
work run the gamut from educational technology to human-robot interaction, from data visualization to
health care. Dr. Di Eugenio is an NSF CAREER awardee (2002); a UIC University Scholar (2018-
2020); and a Zenith Award recipient from AWIS, the Association for Women in Science (2022). She has
been the editor-in-chief for the Journal of Discourse and Dialogue since 2019. She is very proud to have
graduated 15 PhD and 32 Master’s students.
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Keynote 2: Textless NLP: towards language processing from raw audio
Emmanuel Dupoux
Ecole des Hautes Etudes en Sciences Sociales (EHESS)

Abstract: The oral (or gestural) modality is the most natural channel for human language interactions.
Yet, language technology (Natural Language Processing, NLP) is primarily based on the written modal-
ity, and requires massive amounts of textual resources for the training of useful language models. As
a result, even fundamentally speech-first applications like speech-to-speech translation or spoken assis-
tants like Alexa, or Siri, are constructed in a Frankenstein way, with text as an intermediate representation
between the signal and language models. Besides this being inefficient, This has two unfortunate conse-
quences: first, only a small fraction of the world’s languages that have massive textual repositories can
be addressed by current technology. Second, even for text-rich languages, the oral form mismatches the
written form at a variety of levels, including vocabulary and expressions. The oral medium also con-
tains typically unwritten linguistic features like rhythm and intonation (prosody) and rich paralinguistic
information (non verbal vocalizations like laughter, cries, clicks, etc, nuances carried through changes
in voice qualities) which are therefore inaccessible to language models. But is this a necessity? Could
we build language applications directly from the audio stream without using any text? In this talk, we
review recent breakthroughs in representation learning and self-supervised techniques which have made
it possible to learn latent linguistic units directly from audio which unlock the learning of generative
language models without the use of any text. We show that these models can capture heretofore un-
addressed nuances of the oral language including in a dialogue context, opening up the possibility of
speech-to-speech textless NLP applications. We outline existing technical challenges to achieve this
goal, including challenges to build expressive oral language datasets at scale.

Bio: E. Dupoux is professor at the Ecole des Hautes Etudes en Sciences Sociales (EHESS) and Re-
search Scientist at Meta AI Labs. He directs the Cognitive Machine Learning team at the Ecole Normale
Supérieure (ENS) in Paris and INRIA. His education includes a PhD in Cognitive Science (EHESS), a
MA in Computer Science (Orsay University) and a BA in Applied Mathematics (Pierre & Marie Curie
University). His research mixes developmental science, cognitive neuroscience, and machine learning,
with a focus on the reverse engineering of infant language and cognitive development using unsuper-
vised or weakly supervised learning. He is the recipient of an Advanced ERC grant, co-organizer of the
Zero Ressource Speech Challenge series (2015–2021), the Intuitive Physics Benchmark (2019) and led
in 2017 a Jelinek Summer Workshop at CMU on multimodal speech learning. He is a CIFAR LMB and
a ELLIS Fellow. He has authored 150 articles in peer reviewed outlets in cognitive science and language
technology.
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Keynote 3: Knowledge graph use cases in natural language generation
Elena Simperl
King’s College London

Abstract: Natural language generation (NLG) makes knowledge graphs (KGs) more accessible. I will
present two applications of NLG in this space: in the first one, verbalisations of KG triples feed into
downstream KG applications, allowing users with diverse levels of digital literacy to share their knowl-
edge, and contribute to the KG. In the second one, having text representations of KG triples helps us
verify the content of a KG against external sources towards more trustworthy KGs. I will present human-
in-the-loop solutions to these applications that leverage a range of machine learning techniques to scale
to the large, multilingual knowledge graphs modern applications use.

Bio: Elena Simperl is a Professor of Computer Science and Deputy Head of Department for Enterprise
and Engagement in the Department of Informatics at King’s College London. She is also the Director
of Research for the Open Data Institute (ODI) and a Fellow of the British Computer Society and the
Royal Society of Arts. Elena features in the top 100 most influential scholars in knowledge engineering
of the last decade. She obtained her doctoral degree in Computer Science from the Free University of
Berlin, and her diploma in Computer Science from the Technical University of Munich. Prior to joining
King’s in 2020, she was a Turing Fellow, and held positions in Germany, Austria and at the University
of Southampton. Her research is at intersection between AI and social computing, helping designers
understand how to build smart sociotechnical systems that combine data and algorithms with human and
social capabilities. Elena led 14 European and national research projects, including recently QROWD,
ODINE, Data Pitch, Data Stories, and ACTION. She is currently the scientific and technical director
of MediaFutures, a Horizon 2020 programme that is using arts-inspired methods to design participatory
AI systems that tackle misinformation and disinformation online. Elena’s interest in leading initiatives
within the scientific community has also taken form through chairing several conferences in her field,
including the European and International Semantic Web Conference series, the European Data Forum,
and the European Semantic Technologies conference. She is the president of the Semantic Web Science
Association.
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Keynote 4: Aligning ChatGPT: past, present, and future
Ryan Lowe
OpenAI

Abstract: In this talk I will present different perspectives on the alignment of chatbots like ChatGPT.
I’ll review reinforcement learning from human feedback (RLHF), the core training technique behind
InstructGPT and ChatGPT, including a brief history of how it was developed. I’ll discuss some of the
pitfalls of RLHF, and what is being done today to address them. I’ll then speculate on some of the
alignment challenges I expect we’ll face with this new generation of powerful personal assistants, how
they could reshape society, and some things we’ll need to do to make sure these changes are good for
humans.

Bio: Ryan is a researcher at OpenAI on the Alignment team. His most recent work involved proving out
RLHF on language models, starting with summarization, then moving to InstructGPT and most recently
ChatGPT and GPT-4. Previously, he worked on multi-agent RL, emergent communication, and dialogue
systems at McGill University.
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