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Abstract

Instruction-finetuned large language models
(LLMs) gained a huge popularity recently,
thanks to their ability to interact with users
through conversation. In this work, we aim
to evaluate their ability to complete multi-turn
tasks and interact with external databases in
the context of established task-oriented dia-
logue benchmarks. We show that in explicit
belief state tracking, LLMs underperform com-
pared to specialized task-specific models. Nev-
ertheless, they show some ability to guide the
dialogue to a successful ending through their
generated responses if they are provided with
correct slot values. Furthermore, this ability
improves with few-shot in-domain examples.

1 Introduction

Large Language Models (LLMs) have transformed
the NLP field, showing outstanding performance
across many NLP benchmarks such as Winograd
Challenge (Levesque et al., 2012) or GLUE (Wang
et al., 2018). Recently, instruction finetuning of
LLMs proved to be able to align the model out-
puts with human preferences (Ouyang et al., 2022;
Wang et al., 2022) and improved the LLMs’ com-
munication capabilities substantially. State-of-the-
art LLMs are not only good at understanding user
needs but also capable of providing relevant an-
swers. Consequently, we see many chatbot appli-
cations both inside and outside academia (Chat-
GPT1, Claude2, Sparrow3) which build upon the
raw power of instruction-finetuned LLMs.

Given the millions of daily interactions with
these chatbots, it appears that the models are able to
handle users’ needs to their satisfaction, at least to
some extent. However, these chatbots are tuned us-
ing unstructured open-domain conversations. The

1https://openai.com/blog/chatgpt
2https://www.anthropic.com/index/

introducing-claude
3https://www.deepmind.com/blog/

building-safer-dialogue-agents
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Figure 1: A high-level overview of our proposed
pipeline. The user input is used to retrieve relevant few-
shot examples (if available). Then, an initial prompt is
constructed and an LLM is asked to provide the current
dialogue state. Based on that, we retrieve database re-
sults and construct another prompt. Finally, we ask the
LLM to provide the response.

aim of this paper is to evaluate these systems
for more specific applications, where the system
has to follow a predetermined structure and han-
dle external sources of information, such as APIs
or databases. We raise the question to what ex-
tent LLMs are capable of handling these applica-
tions off-the-shelf, i.e. without finetuning. We thus
choose to evaluate LLM performance in the task-
oriented dialogue (TOD) setting, as it requires pre-
cise information handling for communicating with
external APIs. Moreover, TOD systems output
in-domain information which has predetermined
structure and lends itself well to evaluation, thanks
to pre-existing annotated data sets. We avoid any
finetuning techniques and focus on zero-shot or
few-shot settings using in-context learning, as this
approach has lower hardware requirements and bar-
rier of entry and better flexibility or even perfor-
mance in certain tasks (Su et al., 2022).

Therefore, we introduce an LLM-based TOD

https://openai.com/blog/chatgpt
https://www.anthropic.com/index/introducing-claude
https://www.anthropic.com/index/introducing-claude
https://www.deepmind.com/blog/building-safer-dialogue-agents
https://www.deepmind.com/blog/building-safer-dialogue-agents
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Figure 2: A detailed description of our proposed pipeline. (0) As a preprocessing step, we encode a subset of
the training set that will be used to retrieve few-shot examples. Given the user input, we: (1) Detect the domain,
retrieve relevant examples (in the few-shot setting) and construct an initial prompt. (2) Infer the belief state using
LLM. Based on that, we retrieve database information and construct another prompt that includes both the state and
database results. (3) We ask the LLM to provide a final response.

conversation pipeline (see Figure 1) and evaluate
its performance with respect to commonly used
task-oriented metrics such as Joint Goal Accuracy,
Slot F1, and Dialogue Success (Rastogi et al., 2018;
Budzianowski et al., 2018). Our pipeline resembles
other approaches based on LMs (Peng et al., 2021;
Yang et al., 2021), using state tracking and response
generation as two main, separate steps, while keep-
ing the role of a dialogue policy implicit. However,
instead of finetuning LMs, it intentionally relies al-
most exclusively on the usage of pretrained LLMs
as-is, so we can test their out-of-the-box capabili-
ties. The dialogue context and domain description
are introduced to the model only by including them
in the input prompt. In the zero-shot setting, the
model receives a domain description only; in the
few-shot setting, it additionally uses a few retrieved
examples (see Section 3 for details).

In our experiments, we find that LLMs are not
very good at state tracking and their performance
falls behind the state-of-the-art. However, if pro-
vided with correct belief states, some of them yield
interesting response generation performance, com-
parable to earlier finetuned state-of-the-art models.
To our knowledge, our zero-shot experiments estab-
lish a state-of-the-art result in unsupervised TOD
modeling on the MultiWOZ and Schema-guided
datasets (Budzianowski et al., 2018; Rastogi et al.,
2020). While there may be room for improvement
through prompt engineering, our results aim to
show the out-of-the-box LLM capabilities. We
plan to release our experimental code on GitHub.4

4https://github.com/vojtsek/to-llm-bot

2 Related Work

Large Language Models The Transformer archi-
tecture (Vaswani et al., 2017) enabled the training
of large and capable language models. The research
on their few-shot and zero-shot abilities dates back
to the GPT-2 and GPT-3 models (Radford et al.,
2019; Brown et al., 2020), which are scaled ver-
sions of the Transformer decoder. Many followed
this path of training large Transformer decoders
(Zhang et al., 2022; Black et al., 2022), yielding
models of up to hundreds of billions parameters
in size (Zhao et al., 2023). Other models leverage
the whole original (encoder-decoder) Transformer
architecture (Raffel et al., 2020; Lewis et al., 2020).
Recent research focuses on improving the training
of moderate-sized architectures to broaden access
to highly capable LLMs (Touvron et al., 2023).

Instruction Tuning The idea of using reinforce-
ment learning techniques to align model-based
agents better with users’ intents was pioneered in
game agent development (Christiano et al., 2017)
and later explored for training language models
(Ziegler et al., 2019; Ouyang et al., 2022). Al-
though these techniques proved to be quite effec-
tive, the process is still very demanding in terms
of collecting feedback from users. Consequently,
several datasets were proposed (Wang et al., 2022;
Iyer et al., 2022; Black et al., 2022) that collected
millions of instructions-based tasks in natural lan-
guage and can be applied to finetune LLMs using
reinforcement learning.

LM-based TOD modeling Task-oriented dia-
logue modeling with pretrained LMs was intro-
duced by Zhang et al. (2019) and Peng et al. (2021),
who followed text-based state encoding and two-

https://github.com/vojtsek/to-llm-bot
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stage generation proposed by Lei et al. (2018): An
LM is first used to decode a structured belief state,
represented as text. The belief state is then used
to retrieve database information and the LM is
called once more to generate a response, condi-
tioned on the belief state and retrieved information.
Several improvements to the basic setup were pro-
posed, such as contrastive state training (Kulhánek
et al., 2021) or using belief state differences (Lin
et al., 2020). Others proposed a combination of
generative models with retrieval-based approaches
(Pandey et al., 2018; Cai et al., 2019; Nekvinda and
Dušek, 2022). All described works finetune LMs
on in-domain data, which is in contrast with the
pure in-context learning approach that we apply.

Few-shot dialogue modeling One of the first
neural models focusing on learning dialogue from a
few in-domain examples was the Hybrid Code Net-
works (Williams et al., 2017), a trainable system
based on recurrent neural networks, with partially
handcrafted components. Another approach was
proposed by Zhao and Eskenazi (2018), who used
latent action representations to enable the transfer
of domain knowledge. Latent actions were also
used by Huang et al. (2020) and Shalyminov et al.
(2019). More recent approaches leverage the capa-
bilities of pretrained Transformer LMs (Shalymi-
nov et al., 2020). Hu et al. (2022) used LLMs and
in-context learning to perform belief state tracking,
formulating the task as an SQL query generation.
Unlike our work, they did not use instruction-tuned
models and omitted database retrieval and response
generation.

3 Method

We introduce our method step-by-step. An overall
description of the proposed pipeline is shown in
Figure 2. The system consists of a pretrained LLM
and an (optional) context store in a vector database.
Three LLM calls are performed in each dialogue
turn, with specific prompts (see Section 3.1). First,
the LLM performs domain detection and state track-
ing (Section 3.2). The updated belief state informs
a database query, whose results are used in the
subsequent LLM-based response generation step
(Section 3.3). In the few-shot setting, the context
store is used to store a limited number of examples
from the training set, which are retrieved based
on similarity with the conversation context and in-
cluded in LLM prompts (see Section 3.4).

Prompt Definition: Capture values from a conversation
about hotels.
Capture pair "entity:value" separated by colon
and no spaces in between.
Separate the "entity:value" pairs by hyphens
Values that should be captured are:
- "pricerange": the price of the hotel
...
[history]
Customer: "I want a cheap place to stay."

Output: pricerange:"cheap"

Table 1: A simplified example of a zero-shot version of
the prompt used for state update prediction. It contains
task definition, domain description, dialogue history and
user utterance. For the exact prompts see Appendix.

3.1 Prompt construction

We aim to compare the raw capabilities of the
selected LLMs, therefore we do not focus on
prompt engineering techniques and choose uni-
versal prompts used for all LLMs in this work
(cf. Section 8). We choose simple, plain language
statements as prompts, with no specific vocabulary,
based only on a few preliminary tests. We define a
single domain detection prompt for all examples,
plus a pair of prompts for each domain in the given
dataset: a state tracking prompt (see Table 1) and
a response prompt.

The domain detection prompt includes a task de-
scription and two static examples of domain detec-
tion. In addition to general instructions, each state
tracking prompt contains a domain description, a
list of relevant slots, the dialogue history, and the
current user utterance. The response prompts do
not contain the per-domain slot list, but they in-
clude the current belief state and database results
instead. In the few-shot setting, each tracking and
response prompt additionally contains positive and
negative examples retrieved from the context store
(see Section 3.4). Prompt examples are shown in
Tables 5 and 6 in the Appendix.

3.2 Domain Detection and State Tracking

We prompt the LM twice at each turn during state
tracking: first, to detect the active domain, then to
output slot values that changed or appeared in the
current turn. We then use the outputs to update the
accumulated global belief state.

The two prompting steps are used since we need
the models to operate in a multi-domain setting, i.e.,
handle conversations spanning multiple domains.
Therefore, we need to be able to detect the currently
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active domain. We achieve this by first prompting
the LLM with a domain detection prompt (using a
single prompt for all examples).

Once we obtain the active domain prediction,
we can include manually designed domain descrip-
tions in a second prompt that handles belief state
prediction. An example of a prompt used for state
tracking is provided in Table 1. For the few-shot
variants, we retrieve few-shot examples from the
context store, limited to the active domain.5

Our preliminary experiments showed that LLMs
struggle to output all active slot values at every
turn consistently. Therefore, we model only state
updates, following the MinTL approach (Lin et al.,
2020). Here, the model only generates the slot-
value pairs that have changed in current turn. The
global belief state is then accumulated using these
turn-level updates. To obtain machine-readable
outputs useful for database queries or API calls,
we specify in the prompt that the model should
provide JSON outputs, and any provided few-shot
examples are formatted accordingly.

3.3 Response Generation

The current belief state is used to query the
database for entries matching all user-specified
slots in the active domain. Given the belief state
and database results, the response generation is
straightforward. The prompt for the LLM includes
dialogue history, user utterance, belief state and
database results (and retrieved examples in the few-
shot setting) and requests the model to provide a
fitting system response. We generate delexicalized
responses (Wen et al., 2015), i.e., we replace slot
values by placeholders, following prior work in
end-to-end TOD modeling. In addition to simpli-
fying the task for the model, delexicalized outputs
allow us to evaluate the success rate and compare
to previous works. The prompt specifies that the
model should provide entity values as delexical-
ized placeholders, and any few-shot examples are
constructed accordingly.

3.4 Context Storage

It has been shown that enriching prompts with spe-
cific examples boosts LM performance (Madotto
et al., 2020; Brown et al., 2020). To apply this
knowledge efficiently in our pipeline, we introduce
a storage that contains encoded dialogue contexts.

5For this purpose, each conversation snippet contained in
the context store comes from a single-domain conversation.

This context storage is optional and is only required
for the few-shot prompting variant. We use di-
alogue context taken from a fixed-length history
window as the key to be encoded in the vector
database. More details can be found in Section 4.4.
Once the relevant examples are retrieved, we in-
clude them in the prompt to guide the model better.
Some of the LLMs rely on negative (counter-) ex-
amples as well (Wang et al., 2022). Therefore, we
follow Peng et al. (2021)’s consistency classifica-
tion task approach to produce negative examples:
We take some of the retrieved belief state examples,
corrupt them by replacing some of the correct slot
values with random values, and present them as
negative in the prompt.

4 Experimental Setup

To obtain a broad overview of the current LLMs’
capabilities, we compare several models, spanning
different numbers of trainable parameters and dif-
ferent training methods. We also experiment with
four variants of the base setup, using either zero-
shot or few-shot operations and using either pre-
dicted or oracle belief states.

4.1 Datasets

We experiment with two of the currently most
prominent benchmark datasets for task-oriented
multi-domain dialogue:

• MultiWOZ 2.2 (Budzianowski et al., 2018;
Hung et al., 2022) is a well-known benchmark
used for evaluating state tracking, response
generation and dialogue success rate. Its eval-
uation is well-defined and the dataset contains
database files, so full interaction can be sim-
ulated. It contains over 10k dialogues, 7 do-
mains and 29 distinct slots.

• Schema Guided Dataset (Rastogi et al.,
2020) is also well annotated and even richer
dataset containing more than 22k dialogues
18 domains and 145 slots. Database interac-
tion is considered in the dataset, but no real
database is provided and database results are
defined ad-hoc. Therefore we simply use the
provided database results in the prompts with-
out performing any actual queries.

4.2 Tested Models

We chose the following five instruction-finetuned
models for our experiments, spanning different
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model few oracle Schema Guided Dialogues MultiWOZ 2.2
shot BS BLEU JGA Slot-F1 Success BLEU JGA Slot-F1 Success

Supervised SotA ✗ ✗ 29.90∗ 0.30† 0.60∗ – 19.90♣ 0.60♢ – 0.82♡

Alpaca-LoRA-7B-zs-gbs ✗ ✗ 2.79 0.02 0.01 0.11 1.61 0.06 0.07 0.04
Tk-Instruct-11B-zs-gbs ✗ ✗ 4.16 0.05 0.03 0.10 2.48 0.04 0.04 0.04
GPT-NeoXT-20B-zs-gbs ✗ ✗ 0.45 0.01 0.01 0.17 0.52 0.03 0.02 0.04
OPT-IML-30B-zs-gbs ✗ ✗ 1.63 0.01 0.01 0.17 0.56 0.02 0.04 0.03
ChatGPT-zs-gbs ✗ ✗ – – – – 4.17 0.13 0.40 0.31
Alpaca-LoRA-7B-zs-obs ✗ ✓ 2.76 – – 0.23 1.73 – – 0.08
Tk-Instruct-11B-zs-obs ✗ ✓ 5.21 – – 0.24 2.66 – – 0.18
GPT-NeoXT-20B-zs-obs ✗ ✓ 0.83 – – 0.22 0.60 – – 0.06
OPT-IML-30B-zs-obs ✗ ✓ 1.94 – – 0.22 0.54 – – 0.06
ChatGPT-zs-obs ✗ ✓ – – – – 3.76 – – 0.47

Alpaca-LoRA-7B-fs-gbs ✓ ✗ 6.32 0.04 0.01 0.09 5.53 0.06 0.08 0.06
Tk-Instruct-11B-fs-gbs ✓ ✗ 6.66 0.06 0.05 0.10 6.56 0.16 0.33 0.19
GPT-NeoXT-20B-fs-gbs ✓ ✗ 1.62 0.04 0.02 0.09 2.73 0.05 0.04 0.05
OPT-IML-30B-fs-gbs ✓ ✗ 0.82 0.06 0.07 0.08 4.40 0.03 0.03 0.04
ChatGPT-fs-gbs ✓ ✗ – – – – 6.77 0.27 0.51 0.44
Alpaca-LoRA-7B-fs-obs ✓ ✓ 6.99 – – 0.25 5.96 – – 0.41
Tk-Instruct-11B-fs-obs ✓ ✓ 8.56 – – 0.25 6.91 – – 0.46
GPT-NeoXT-20B-fs-obs ✓ ✓ 1.97 – – 0.24 2.92 – – 0.28
OPT-IML-30B-fs-obs ✓ ✓ 0.56 – – 0.22 5.40 – – 0.28
ChatGPT-fs-obs ✓ ✓ – – – – 6.84 – – 0.68

Table 2: Evaluation of the chosen LLMs with respect to widely used TOD measures. For each model, we provide
multiple variants. We use either zero-shot or few-shot prompts (-zs- vs. -fs-) and either generated or oracle belief
state (-gbs vs. -obs). The few-shot variants use 10 examples per domain in the context storage (∼0.6% of the
training set in case of MultiWOZ), two of which are selected for the prompts. To reduce cost, we only evaluate
the paid ChatGPT model on MultiWOZ. We also provide supervised state-of-the-art results to put the numbers in
context: ∗Zhu et al. (2022), †Feng et al. (2021), ♣Sun et al. (2022), ♢Huang et al. (2023), ♡Feng et al. (2023).

sizes (within the limitations of hardware available
to us) and using freely available models as well as
the paid ChatGPT API. We indicate the specific
model variant (i.e., model size, given by the num-
ber of parameters) directly in the model name.

• Tk-Instruct-11B (Wang et al., 2022) is based
on the T5 encoder-decoder architecture (Raf-
fel et al., 2020). It was tuned on a dataset of
over 5M task instances with instructions.

• ChatGPT is a product introduced by Ope-
nAI.6 Although the exact training process and
architectures were not published, it most prob-
ably uses a similar architecture and finetun-
ing techniques as InstructGPT (Ouyang et al.,
2022), with additional human feedback.

• Alpaca-LoRA-7B is a version of the LLaMa
model (Touvron et al., 2023) using the LoRA
method (Hu et al., 2021) for finetuning on
Stanford Alpaca project data (Taori et al.,
2023). LoRa keeps the base model parame-
ters frozen, but adds additional smaller weight
matrices to the model to transform its outputs.

6https://openai.com/blog/chatgpt

• GPT-NeoXT-Chat-Base-20B is based on
the GPT-NeoX open-source language model
(Black et al., 2022) and finetuned with over
40M dialogue-style instructions.

• OPT-IML-30B (Iyer et al., 2022) is based on
the Transformer decoder OPT model (Zhang
et al., 2022) and trained with a custom set of
instructions, including the finetuning set from
Tk-Instruct.

4.3 Evaluated variants

We test four variants of our setup for each pair of
model and dataset. Specifically, we use zero-shot
(without examples) or few-shot (including exam-
ples) prompts (-zs- vs. -fs-) and either generated or
oracle belief states (-gbs vs. -obs). For retrieval in
the few-shot setting, we store just 10 examples per
domain in the context store by default. We exper-
iment with increasing this number in Section 5.4.
Using oracle belief state allows us to focus on eval-
uating the LLM’s ability to guide the dialogue.

https://openai.com/blog/chatgpt


221

Figure 3: Domain detection accuracy with respect to dif-
ferent models for MultiWOZ 2.2 and SGD data wchich
consist of 7 and 18 domains, respectively.

4.4 Experiment Details

Due to the expensiveness of the LLM runs,7 we
did not perform a grid search, but used a limited
set of preliminary experiments to determine hyper-
parameters. Based on this, we used the context of
two preceding utterances (user + system) as the
context store keys (cf. Section 3.4). We retrieve
two examples for few-shot prompts and make one
corrupted variant from each of them for negative
examples. To corrupt an example, we switch some
of the slot values randomly, similarly to Kulhánek
et al. (2021). In the context store, we encode few-
shot examples using the multilingual embedding
model provided by Reimers and Gurevych (2020)8

and store them in the FAISS database (Johnson
et al., 2019). To perform the LLM calls, we use the
Huggingface library9 and the OpenAI API.10

4.5 Evaluation Measures

We evaluate the system outputs on multiple levels,
both using automatic metrics and human evaluation.
Results are given in Sections 5 and 6, respectively.

Automatic Metrics
In automatic evaluation, we first follow the LLM
calls being made and evaluate domain detection,
state tracking as well as response generation. We
also evaluate the overall dialogue-level perfor-
mance. For domain detection, we simply compute

7Hardware intensity for the freely available models and
actual cost for ChatGPT.

8https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

9https://huggingface.co
10https://platform.openai.com

detection accuracy as a ratio of correctly detected
domain out of all dialogue turns being processed.
For state tracking, we compute micro-F1 score and
Joint Goal Accuracy (JGA). JGA is computed as
the ratio of dialogue turns for which the predicted
belief state matches the ground truth. We use fuzzy
matching of the slot values, so that capitalization or
minor typos do not influence the result. To evaluate
response generation, we follow related works and
use BLEU score (Papineni et al., 2002).

The main overall measure for evaluating a task-
oriented dialogue is the dialogue success rate (De-
riu et al., 2021). For MultiWOZ, we use the stan-
dard evaluation of dialogue success as the ratio of
dialogues where the user reaches the desired goal,
based on goal annotation provided with the data
(Nekvinda and Dušek, 2021). The SGD dataset
does not include goal annotation but contains in-
formation about the requested slots. Therefore, we
compute SGD success rate as the proportion of di-
alogues in which (1) the system captures all the
slots correctly and (2) all the requested slots are
provided.

Human Evaluation
For human evaluation, we perform a small-scale
in-house interaction study on MultiWOZ. Since
the MultiWOZ goal often involves tasks in multi-
ple domains, we ask annotators to evaluate each
domain in the dialogue distinctly. At the end of
each dialogue, the annotators are asked to answer
these questions:

1. How many of the subdialogues/domains were
handled successfully? (corresponding to dia-
logue success)

2. How many clarifications or corrections were
needed?

3. Was all the provided information captured cor-
rectly? (corresponding to JGA)

5 Automatic Metrics Results

5.1 Domain detection

We report the domain detection accuracy on Mul-
tiWOZ and SGD in Figure 3. We observe that the
domain detection accuracy varies quite a lot for var-
ious models and presumably influences the quality
of the retrieved few-shot examples and appropriate-
ness of the subsequent prompts. However, it is im-
portant to note that domain detection is turn-based,

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co
https://platform.openai.com
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Figure 4: The influence of using oracle domain to re-
trieve examples. Interestingly, the oracle domain does
not improve the performance, suggesting that the model-
based detection is good enough for retrieval.

and arguably there are situations (e.g. providing an
address, saying goodbye etc.) that are always han-
dled in the same fashion, even though they formally
belong to different domains. Therefore, not all the
retrieved examples from misclassified domains nec-
essarily contain unrelated contexts. To explore this,
we measure the performance of all models in case
an oracle domain is given to them (Figure 4). Inter-
estingly, using the oracle domain did not improve
performance, it even worsened in some cases. This
suggests that the model-predicted domain is gener-
ally good enough, and additionally providing the
domain information does not contribute to the fi-
nal system performance. The negative influence
on performance might be caused by forcing the
system to filter out relevant examples. We observe
that in multiple cases, the conversations snippets
are domain-independent so the retrieval might per-
form better even with a wrongly selected domain.
Forcing the ground truth domain examples in these
cases can be potentially harmful.

5.2 Belief State Tracking

The belief state tracking results overview is given
in Table 2 (JGA and Slot-F1). There is a huge
gap between the supervised models’ performance
and the LLM results. Also compared to Hu et al.
(2022), who used few-shot in-context learning and
reported JGA 43.13% with a comparable dataset
size, our instruction-tuned LLMs fall short. How-
ever, the models we use are an order of magnitude

Figure 5: The influence of the number of examples per
domain available for few-shot retrieval and performance
of the model in terms of the dialogue success on Multi-
WOZ 2.2 data with oracle state supplied. Note that this
does not represent the number of examples selected for
the prompt, which is fixed to two.

smaller in general, and we also use fewer examples
in the prompt. We hypothesize that the perfor-
mance could be further improved by careful model-
specific prompt customization and perhaps task
re-formulation; nevertheless, this is not the goal of
this work. We intentionally focus on the universal
framing of the task since we want to explore the
general ability of the models to follow instructions.

When comparing the results among the models,
ChatGPT clearly outperforms the rest of the models
by a large margin. Interestingly, the few-shot vs.
zero-shot setting does not seem to influence the
results much, except for the GPT-NeoXT model.

5.3 Response Generation

BLEU scores are low overall, far below the super-
vised state-of-the-art. Tk-Instruct and ChatGPT are
the strongest here and perform roughly on par.

5.4 Dialogue-level performance

Results for dialogue success are provided in Ta-
ble 2, and there is again a large gap between LLMs
and supervised custom models’ performance. Chat-
GPT seems to outperform other models, similarly
to state tracking (cf. Section 5.2). However, for
some cases, especially in the zero-shot setting, the
difference is not that obvious. In most cases, adding
the retrieved few-shot examples helps. The contri-
bution of retrieved examples is more obvious when
we supply the oracle belief state, in which case it
helps consistently for all the models.
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We also explore the influence of context stor-
age size on the dialogue success rate. The results
are given in Figure 5. It seems that the biggest
improvement can be achieved by supplying just a
few examples instead of zero-shot prompting, but
increasing the size of the example pool for retrieval
does not yield further performance gains.

6 Model Analysis

6.1 Human Evaluation

We employed 6 annotators with a background in
linguistics and NLP and let them interact with the
two strongest models in terms of automatic met-
rics: ChatGPT and Tk-Instruct. The annotators
were given randomly selected goals from the Mul-
tiWOZ 2.2 dataset and a minimal set of essential
instructions on how to proceed. We present the re-
sults in Table 3. We can see that in real interaction
with a human user and allowing for clarification
or correction, the models perform better compared
to the rather strict automatic evaluation. Further-
more, the models are often successful in multiple
sub dialogues, even if a part of the whole dialogue
fails. The experiment also confirms the superior
performance of ChatGPT on both dialogue success
and JGA. Not surprisingly given the above results,
conversations with ChatGPT also required fewer
clarification turns than with Tk-Instruct.

6.2 Error Analysis

To understand the models’ behavior better, we man-
ually inspect a random sample of ca. 20 dialogues
for each model, chosen from cases where the au-
tomatic success metric was not satisfied. In gen-
eral, we can split most of the erroneous behaviors
into two distinct groups, which we call prompt-
recoverable and inherent.

Prompt-recoverable errors can be likely fixed
by specific prompt engineering with some effort.
These errors happen with all of the tested models.
Examples of such errors are the invalid structure
of the generated dialogue state, copying slot values
instead of using canonical values from the ontology,
failure to delexicalize some of the values, etc. Most
of these errors can be also fixed in postprocessing
– for example, we can employ more robust parsers
or fuzzy matching of slot values.

Inherent errors, on the other hand, are likely not
easily fixable by prompt modifications. They are

ChatGPT Tk-Instruct

dialogues 25 25
subdialogues 52 48
clarify / dial 1.08 1.68
succesful subdialogues 81% 71%
succesful dialogues 76% 64%
correctly captured 88% 66%

Table 3: Human evaluation results for ChatGPT and
Tk-Instruct-11B models. We evaluate the conversation
on sub dialogue level i.e. each domain in the dialogue
is evaluated separately.

not distributed evenly across the tested models and
seem to constitute a more challenging problem.

Perhaps the most important error, common to all
the models, is hallucination, i.e., the model’s output
responses not grounded in the context (such as of-
fering entities that are not included in the database).
This happens in about 10-20% of the inspected di-
alogues. Some models (GPT-NeoXT, OPT-IML)
tend to generate more content than they are asked
for. This happens in more than 50% of their failed
dialogues. In some cases, this means continuing
the conversation for a few more turns (including
hallucinating user turns), but the models also often
generate unrelated text or even code snippets. With
Tk-Instruct, we observed that in ca. 10% cases, it
copies the belief state from the example given in
the prompt instead of generating a relevant one.
Another issue is that the models tend to repeat their
previous responses.

7 Conclusion & Future Work

We present an experimental evaluation of instruct-
ion-tuned LLMs applied to the established task of
task-oriented dialogue modeling, with five LLMs
evaluated on two datasets. We find that LLMs
are not performing well in terms of belief state
tracking, even when provided with in-context few-
shot examples. However, there is some potential to
improve through prompt tuning and output parsing
robust to irregularities.

If provided with a correct belief state, the models
can interact with the user successfully, provide use-
ful information and fulfill the user’s needs. While
the performance does not match the supervised
state of the art, it is important to note that these
models were not finetuned on in-domain data and
work with just a domain description or a few exam-
ples (which again improve performance).

Therefore, carefully picking representative ex-
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amples and combining the LLM with an in-domain
belief tracker can be a viable choice for a task-
oriented dialogue pipeline.

Interestingly, in the human interactive evalua-
tion, both ChatGPT and Tk-Instruct outperformed
the expectations set by automatic metrics. This
shows certain flexibility and ability to correct their
own mistakes on the part of LLMs, and further
demonstrates that single-turn evaluation is too rigid
and does not show the whole picture (Takanobu
et al., 2020). In future work, we want to focus
on addressing the prompt-recoverable errors while
maintaining the ability to use model-independent
prompts and easily swap models. We also aim to
find a more effective method of relevant example
selection.

8 Limitations

One of the limitations of our work is the usage of
the ChatGPT model, which is only accessible via
an API and is not guaranteed to retain its exact abil-
ities. However, the other four out of five evaluated
models have publicly available weights and their
results are fully reproducible. We still consider it
beneficial to also evaluate ChatGPT, as it represents
state-of-the-art at the time of writing of this paper
and therefore puts the other models’ results into
perspective.

Another limitation is that based on our empir-
ical experiments, the models are sensitive to the
choice of a specific prompting. We spent some
time finding a reasonably good prompt that would
work with all of the models and did model-specific
modifications for the evaluation. Specifically, the
desired format of the belief state varied between
the models, and there we re some model-specific
instructions. We also include both few-shot and
zero-shot prompt types in our experiments. How-
ever, it is likely that the performance could be fur-
ther improved with more extensive prompt engi-
neering efforts. Nevertheless, we mainly aim to
showcase the more raw/out-of-the-box capabilities
of the LLMs, as extensive prompt tuning would,
in practice, erase the advantage of not having to
finetune the models. Furthermore, we believe that
the robustness of the model to specific prompts also
counts as an added value.

Finally, we cannot exclude the possibility that
some of the models were exposed to our selected
datasets during training. However, we still find it
important to evaluate the LLMs in this setting.
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A Prompt Construction

Prompt Determine which domain is considered in the following dialogue situation.
Choose exactly one domain from this list: restaurant, hotel, attraction, taxi, train
Answer with only one word, the selected domain from the list. You have to always select the most probable domain.
——- Example 1: ——–
Customer: I need a cheap place to eat
Assistant: We have several not expensive places available. What food are you interested in?
Customer: Chinese food.
Domain: restaurant
—— Example 2: ——–
Customer: What is the address?
Assistant: It’s 123 Northfolk Road.
Customer: That’s all. I also need a train from London.
Domain: train
———–
Now complete the following example:
Customer: I am looking for a cheap place to stay.
Domain:

Output: hotel

Table 4: A prompt used for domain detection for MultiWOZ. It contains task definition, domains description, static
examples and user utterance.

Prompt Definition: Capture entity values from last utterance of the conversation according to examples.
Capture pair "entity:value" separated by colon and no spaces in between. Separate entity:value pairs by hyphens.
If not specified, leave the value empty. Values that should be captured are:
- "pricerange": the price of the hotel
- "area" that specifies the area where the hotel is located (north/east/west/south/centre)
- "internet" that specifies if the hotel has internet (yes/no)
- "parking" that specifies if the hotel has parking (yes/no)
- "stars" that specifies the number of stars the hotel has (1/2/3/4/5)
- "type" that specifies the type of the hotel (hotel/bed and breakfast/guest house)
[history]
Customer: "I want a cheap place to stay."

Output: pricerange:"cheap"

Table 5: A zero-shot version of the prompt used for state update prediction for MultiWOZ 2.2. It contains task
definition, domain description, dialogue history and user utterance.

Prompt Definition: You are an assistant that helps people to book a hotel.
The user can ask for a hotel by name, area, parking, internet availability, or price.
There is also a number of hotel in the database currently corresponding to the user’s request.
If you find a hotel, provide [hotel_name], [hotel_address], [hotel_phone] or [hotel_postcode]
Do not provide real entities in the response! Just provide entity name in brackets, like [name] or [address].
If booking, provide [reference] in the answer.
[history]
Customer: "I want a cheap place to stay."
State: hotel { pricerange: "cheap"}
Database: hotels: 23

Output: We have 23 such hotels available, do you have a preference about the location?

Table 6: A zero-shot version of the prompt used for response prediction for MultiWOZ 2.2. It contains task
definition, domain description, dialogue history, user utterance and belief state with db results.


