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Abstract
This paper addresses the task of speaker role
identification in call centre dialogues, focus-
ing on distinguishing between the customer
and the agent. We propose a text-based ap-
proach that utilises the identification of the
agent’s opening sentence as a key feature for
role classification. The opening sentence is
identified using a model trained through active
learning. By combining this information with
a large language model, we accurately classify
the speaker roles. The proposed approach is
evaluated on a dataset of call centre dialogues
and achieves 93.61% accuracy. This work con-
tributes to the field by providing an effective
solution for speaker role identification in call
centre settings, with potential applications in
interaction analysis and information retrieval.

1 Introduction

Speaker role identification is a fundamental process
that involves recognizing different speaker roles
in a conversation. Its significance has grown in
various settings, such as call centres, where distin-
guishing between agents and customers in a call
transcript is critical. Speaker role identification
has numerous uses, including interaction and dia-
logue analysis, summarisation, and information re-
trieval (Lavalley et al., 2010; Jahangir et al., 2021).
This paper concentrates exclusively on speaker role
identification in call centre conversations. Table 1
demonstrates an example of the input and output
of this process.

In our application, speaker role identification
takes place after speaker diarisation, where speaker
turn information has been added to the transcripts.
Within a call centre dialogue, two specific roles
are present: the customer and the agent. While a
typical call involves a single customer and a sin-
gle agent, it is common for calls to involve more
than one customer (as in Table 1), or more than
one agent (such as when an agent transfers a cus-
tomer to another agent). Identifying speaker roles

Sample input dialogue:
Person_01 hello
Person_02 hello good morning is that

[NAME]
Person_01 if you hang on a sec while i just

get him
Person_02 sorry
Person_01 who’s calling
Person_02 it’s [NAME] calling you from

[ORG] it’s for an application
Person_03 oh hi there hi
Person_02 hi [NAME] it’s just for an appli-

cation
Person_03 yes this is [NAME] yes . . .

Table 1: An example input of identifying speaker roles.
The output should indicate that Person_01 and Per-
son_03 are the Customers, and Person_02 is the Agent

is a challenging task due to various factors, such
as transcription errors, interruptions, repetitions,
multi-party conversations, and diverse topics.

Numerous studies have been undertaken to ad-
dress the issue of speaker role identification. These
efforts involve utilising text-based features (Barzi-
lay et al., 2000; Liu, 2006; Wang et al., 2011; Sapru
and Valente, 2012; Flemotomos et al., 2019), or
employing multimodal approaches that integrate
both text and audio features (Rouvier et al., 2015;
Bellagha and Zrigui, 2020; Guo et al., 2023). In
both cases, the goal is to classify each speaker in a
conversation into a predefined role category. This
classification task is typically accomplished using
machine learning algorithms that are trained on
labelled datasets, which consist of conversations
where each speaker is annotated with their corre-
sponding role category. This paper focuses on the
text-based approach and formulate the task as a
binary classification problem, with the categories
being “customer” and “agent”.

In call centre dialogues, distinguishing between



389

the agent and the customer can be achieved by ex-
ploiting the language differences between them.
The call centre agent typically starts the conversa-
tion by introducing themselves as a representative
of their company or organization, which is referred
to as the “opening sentence”. We propose utilising
the identification results of the opening sentence
to identify the speaker roles. By combining this
information with a large language model, we can
accurately classify the speaker roles in call centres.

This paper makes the following two key contri-
butions:

• We propose a model for predicting the open-
ing sentence used by call centre agents, and
provide details on how to efficiently construct
the training data for this task using active
learning.

• We introduce a practical approach for identify-
ing the speaker roles in call centre dialogues
by combining the opening sentence identifica-
tion with a large language model.

The remainder of this paper is organised as fol-
lows. Section 2 provides a brief overview of the
related work. Section 3 presents details of our
methodology. Section 4 describes the experimental
results and discussions. Section 5 concludes the
paper and points to avenues for future work.

2 Related Work

Text-based speaker role identification often takes
the form of a text classification task, aiming to
categorise each speaker in a conversation into pre-
defined role categories. Traditionally, text clas-
sification has been accomplished using machine
learning algorithms trained on labelled datasets.
However, with the advent of the Transformer neu-
ral network (Vaswani et al., 2017), many studies
have adopted pre-trained large language models for
text classification (Devlin et al., 2019; Liu et al.,
2019; Yang et al., 2019). Fine-tuning these pre-
trained models still requires a certain amount of
labelled data. Active learning provides a means to
quickly build labelled data by involving the model
in the data labelling process (Settles, 2010).

On the other hand, zero-shot text classification
is an approach that requires no labelled data at
all (Pourpanah et al., 2022). In this method, a
model is trained on a set of existing labelled ex-
amples and can subsequently classify new exam-
ples from previously unseen classes. This offers

the advantage of categorising text into arbitrary
categories without the requirement of data prepro-
cessing and training. BART (Lewis et al., 2020),
BLOOM (Muennighoff et al., 2022), and FLAN-
T5 (Wei et al., 2021) are notable pre-trained large
language models available for research purposes,
offering the ability to perform zero-shot learning.

3 Method

3.1 Opening Sentence Identification

Our approach for identifying the opening sentence
involves using active learning methods to acquire
the necessary labelled data and constructing a clas-
sifier by fine-tuning a pre-trained large language
model with the labelled data.

3.1.1 Data Preparation

An active learning approach was employed to cre-
ate labelled data for opening sentence identifica-
tion using a dataset of 437,135 utterances extracted
from 67,719 dialogues from different call centre
domains. The initial seed set of 100 samples was
manually annotated using keyword searches with
phrases like “calling from” and “speaking to”. The
identified key phrases were combined with negative
examples to form a seed set. Following that, the
seed set was used to train SVM classifiers, utilising
two distinct embedding strategies: BERT (Bidirec-
tional Encoder Representations from Transform-
ers) sentence embedding and TF-IDF. This selec-
tion was primarily made to facilitate rapid train-
ing/retraining of the classifiers during the labelling
process.

The classifiers are used to classify each unla-
belled sample, and based on the confidence scores,
human annotators decide which samples to label
using a combination of two sampling strategies:
Expected model change and Query-by-Diversity.
Given the dataset’s substantial class imbalance with
only a few positive samples, the focus was on la-
belling positive samples. This approach aimed
to identify the opening sentences that were most
likely to have a significant impact on improving
the current model. However, Query-by-Diversity
sampling (Kee et al., 2018) was also employed to
ensure a diverse range of opening sentences was
identified. The classifiers underwent retraining ei-
ther after labelling every 100 samples or when no
samples had a score exceeding a threshold (0.7 in
our specific case).
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3.1.2 Classification

The system employed to identify the opening sen-
tence comprises three key components: an input
layer, a BERT model, and a classification layer. In
this process, the input layer receives an utterance
from the dialogue, and the input representation
is generated by incorporating the corresponding
token, segment, and position embeddings. The pro-
cedure adheres to the recommendations outlined in
the work by Devlin et al. (2019). A fully connected
neural network, positioned on top of the BERT
output, functions as the classification layer to deter-
mine whether the utterance is an opening sentence
or not. During the training phase, the BERT layer
is initialised with pre-trained parameters, and all
parameters are then fine-tuned using labelled data
from the data preparation step.

3.2 Speaker Role Identification

The FLAN-T5 model is used as the baseline, using
a zero-shot prompting approach. Although other
models could be utilised, our experiments reveal
that the FLAN-T5 yields the most favourable out-
comes. The prompt provided to the model is

{utterances} (from a speaker)
Based on the utterances above,
{speaker} is
OPTIONS
- an agent from a call centre
- a customer

By inputting the utterances of each speaker, the
model is able to assign them a role, either “cus-
tomer” or “agent”. This process is repeated for
all speakers in the dialogue. Additionally, experi-
ments were conducted using the entire conversation
as input (dialogue as context), and results for both
approaches are reported (the first 2 rows in Table 3).

To identify the role of speakers in a dialogue, we
use a combination of the FLAN-T5 model and the
opening sentence identification approach. First, we
identify the opening sentences of the dialogue and
designate their speakers as “agents”. If a speaker
does not have an opening sentence, they are la-
belled as “customers”. However, in cases where
there are no agents (i.e., no opening sentences de-
tected) or no customers (i.e., all speakers have an
opening sentence), we rely on the FLAN-T5 model
to assign speaker roles. By combining the strengths
of both approaches, we can improve the accuracy
and reliability of speaker role identification.

4 Results and Discussion

4.1 Evaluation Dataset
We use the dataset described in 3.1.1 as the evalua-
tion dataset. The conversations are typical of those
encountered in call centre scenarios, e.g. buying
mobile phones, insurance, foods, etc. A total of
867 opening utterances were labelled as positive
examples, indicating they were opening sentences,
while 1,982 utterances were labelled as negative
examples, representing non-opening sentences, us-
ing the active learning approach. A subset of 321
dialogues from seven domains was selected for
speaker role identification, which includes speaker
diarisation information.

4.2 Opening Sentence Identification
To ensure balanced representation of positive and
negative samples, we divided the opening sentence
identification data into a train set and a test set,
following an 80-20 split while maintaining an equal
ratio of positive and negative samples between the
two sets. Since the data was generated through
active learning, there is a potential bias due to the
deliberate selection of samples for labelling. To
address this, we generated an additional test set
by randomly selecting 100 dialogues and manually
assigning labels to them. We presented the results
obtained from the SVM classifiers as well as the
classification performance using BERT (bert-base-
uncased and bert-large-uncased). We trained the
BERT classifier model for 3 epochs.

Table 2: The accuracy, precision, recall and F1 scores of
different classifiers on opening sentence identification

Method Acc Pre Rec F1
Test Set

SVM-TF-IDF 91.78 86.88 80.35 83.48
SVM-BERT 94.92 92.12 87.86 89.94
BERT base 96.41 92.09 94.22 93.14
BERT large 95.37 86.60 97.11 91.55

Additional Test Set
SVM-TF-IDF 99.88 98.91 86.67 92.39
SVM-BERT 99.85 91.43 91.43 91.43
BERT base 99.05 94.23 93.33 93.78
BERT large 99.89 90.27 97.14 93.58

The SVM-TF-IDF method achieved an accuracy
of 91.78%, highlighting its proficiency in accu-
rately identifying opening sentences. In contrast,
the SVM-BERT approach outperformed the SVM-
TF-IDF method with an accuracy of 94.92%. This
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improvement can be attributed to the utilisation of
BERT embeddings, which incorporate the seman-
tic meaning and contextual information of words.
However, the SVM-BERT approach only utilises
the last layer of BERT for embedding, resulting
in slightly lower performance compared to other
BERT models.

Among the evaluated methods, the BERT base
model achieved the highest accuracy of 96.41%.
This demonstrates the effectiveness of leveraging
pre-trained language models like BERT for open-
ing sentence identification. Although the BERT
large model achieved a slightly lower accuracy of
95.37% compared to BERT base, it excelled in
recall with a score of 97.11%. This indicates its
strength in correctly identifying positive samples,
albeit with a slightly lower precision compared to
BERT base. Furthermore, the precision, recall, and
F1 scores are notably high, highlighting a well-
balanced trade-off in accurately identifying both
positive and negative samples. The results obtained
from the additional test set further validate this
observation.

4.3 Speaker Role Identification

For speaker role identification, a subset of 321 di-
alogues from seven domains was selected. The
evaluation focused on measuring the accuracy of
two approaches: FLAN-T5 and the combined use
of opening sentence identification and FLAN-T5.
Two FLAN-T5 models were employed in the evalu-
ation: FLAN-T5-Large and FLAN-T5-XL. The re-
sults obtained from these evaluations are presented
in Table 3.

Table 3: Accuracy of different approaches on speaker
role identification

Method Acc
FLAN-T5-Large dialogue as context 70.17
FLAN-T5-Large utterances 81.25
FLAN-T5-XL utterances 86.36
Using Opening Sentence 89.49
Opening Sentence + FLAN-T5-XL 93.61

FLAN-T5-Large (770M parameters), when con-
sidering the whole dialogue as context, achieved an
accuracy of 70.17%. However, when using utter-
ances which belong to a specific speaker as context,
FLAN-T5-Large demonstrated improved perfor-
mance with an accuracy of 81.25%. This approach
outperformed the dialogue-level context approach,

highlighting the benefits of considering individual
utterances. The FLAN-T5-XL variant (3B parame-
ters) achieved an accuracy of 86.36%, surpassing
the previous approaches. This improvement can be
attributed to its larger model configuration, which
enhances its ability to capture complex patterns and
representations.

The utilisation of the opening sentence identifi-
cation approach resulted in an accuracy of 89.49%.
This method leverages labelled data, providing an
advantage over FLAN-T5, which is a zero-shot
approach. Combining the opening sentence iden-
tification with FLAN-T5-XL yielded the highest
accuracy of 93.61%. This combination proves to
be the most effective for accurate identification.

Classification errors were further analysed, and
the following primary causes were identified: (1)
Inaccurate speaker identifiers in the input data,
particularly due to speech diarisation errors. (2)
Complex contextual scenarios that pose challenges
even for human understanding. (3) Instances where
agents engage in conversations with each other,
making it difficult to distinguish their roles. (4)
Situations involving business numbers being con-
tacted, which often share the same opening sen-
tence pattern and are prone to misidentification as
agents.

5 Conclusion

This paper proposes a text-based approach for
speaker role identification in call centre dialogues.
By combining the identification of the agent’s
opening sentence with a large language model,
our approach achieves high accuracy in classify-
ing speaker roles. This has practical implications
for call centre applications, enabling improved
customer-agent interaction analysis and call pat-
tern analysis.

The use of active learning allows for efficient
construction of the training dataset for opening
sentence identification. Integrating this informa-
tion into the classification process significantly im-
proves the accuracy of speaker role identification.

Future work can explore enhancements to the
system, such as incorporating additional contex-
tual features and exploring multimodal approaches.
Evaluating the approach on larger and more diverse
datasets would also provide a better understanding
of its generalisability.
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