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Abstract
Recent transformer-based approaches to multi-
party conversation generation may produce syn-
tactically coherent but discursively inconsistent
dialogues in some cases. To address this is-
sue, we propose an approach to integrate a di-
alogue act planning stage into the end-to-end
transformer-based generation pipeline. This
approach consists of a transformer fine-tuning
procedure based on linearized dialogue repre-
sentations that include special discourse tokens.
The obtained results demonstrate that incorpo-
rating discourse tokens into training sequences
is sufficient to significantly improve dialogue
consistency and overall generation quality. The
suggested approach performs well, including
for automatically annotated data. Apart from
that, it is observed that increasing the weight of
the discourse planning task in the loss function
accelerates learning convergence.

1 Introduction

The popularity of dialogue systems has resulted in
an increased demand for their utilization in vari-
ous applications. Existing approaches are largely
focused on two-party conversations, which is appli-
cable in chat-bots and assistance systems (Shang
et al., 2015; Wang et al., 2015; Young et al., 2018;
Gu et al., 2019). At the same time, there is another
type of dialogue, known as multi-party conversa-
tions (Traum, 2003; Uthus and Aha, 2013; Ouchi
and Tsuboi, 2016; Le et al., 2019). In this case,
several interlocutors are involved in the dialogue,
and the dialogue tree, consisting of successive ut-
terances, is wide enough. This type of dialogue can
be observed in Internet forum discussion threads.

Due to the complexity of the structure of MPC
dialogues, it becomes more challenging for the
base seq2seq models to generate response texts.
Multi-task learning and external knowledge can
be considered to simplify the utterance generation
task. To this end, we additionally leverage the the-
ory of dialogue acts (Stone et al., 2013; Zhang et al.,

Whatever you do, never remove dinner time. That's
the only time of the day i can  take a shower.

You should ask them to also expand DT to
30 minutes again so you can catch a few

minutes sleep.

Sleep? Why sleep
when you have coffee

Sleep is for the weak... But half an hour
would be cool since i can grab some food...

Is this a B4R post? :)
(It's a JOKE people!)

Humor Disagreement

Elaboration Humor

Figure 1: A manually annotated discourse tree for the
multi-party dialogue. The color identifies the speaker.

2017), which shows by which discourse rhetorical
relations (more precisely, dialogue acts) the indi-
vidual utterances of the dialogue are connected.
Figure 1 shows an example of such a structure.

Our major idea is that the use of dedicated dis-
course tokens to both input and target texts will en-
hance the coherence of discourse and consequently
the overall quality of generation.

To illustrate, let us examine the following exam-
ple of a help request forum thread. Initially, the
user describes a problem and seeks advice. Subse-
quently, multiple dialogue turns occur, culminating
in the following phrases:

- [answer] reinstall OS/get a new
HDD/SSD
- [disagreement] really? My HDD was
working right until yesterday...

Here, discourse relations demonstrate that the
last utterance is indicative of a disagreement rather
than a question. Accordingly, the next appropriate
utterance should contain an inquiry to resolve the
user’s initial problem. Our discourse-based model
generated “is your HDD in safe mode?”, while the
base model outputted “The answer is no.”, which is
much more distant from the corresponding ground-
truth utterance, “how long have you had your PC?”.
This shows the advantage of the discourse-based



520

model, as it first plans out discourse relations be-
fore generating text tokens.

Generally speaking, we suggest multi-task learn-
ing consisting of dialogue acts planning and re-
sponse generation joined in the single pipeline. We
integrate discourse tokens into a two-stage pipeline
for MPC generation (see Section 3.1 for details).
Its first stage is used to identify a speaker and an
addressee at the current step, whereas the second
stage is used to generate the current response text.
The first part is quite challenging, but recent studies
allow one to solve it qualitatively (Le et al., 2019;
Gu et al., 2021). At the same time, only base mod-
els were researched for the second stage, leaving
the relevance of discourse usage in dialogue gener-
ation unexplored. Therefore, we mainly focus on
the second stage.

The task can be formalized as a graph2text,
within which the BART and T5 models have al-
ready been partially investigated. Key part here is
a linearization technique that was used for some
graph structures (Ribeiro et al., 2020; Kale and
Rastogi, 2020), but not for the discourse structure
and dialogue generation yet. Thus, we suggest inte-
grating dialogue acts into the linearization of MPC
graphs.

Our contributions can be summarized as follows:

• We suggest multi-task learning consisting of
dialogue acts planning and response genera-
tion to improve the transformer-based MPC
generation pipeline.

• We analyze the importance of having dis-
course tokens in both parts of seq2seq lin-
earized input pairs.

• We show that the transformer-based approach
converges faster if it has more weight in the
loss related to the dialogue acts planning task.

The code is available at https://github.com/
alchernyavskiy/discourse_mpc_generation.

2 Related Work

In this paper, we consider multi-party conversations
(MPCs). The process of generation is generally
split into two stages since it consists of several
entire tasks. Ouchi and Tsuboi (2016) presented a
task of identifying the speaker and the addressee
of an utterance (first stage), and recent approaches
have been aimed at improving results in this task
(Le et al., 2019; Gu et al., 2021).

At the second stage, associated with the re-
sponse generation task, some approaches use GCN
to encode the complex MPC structure (Hu et al.,
2019). It intended to improve prior recurrent neu-
ral network-based sequence-to-sequence (seq2seq)
generation models (Luan et al., 2016; Serban et al.,
2017). At the same time, it was shown that re-
cent transformer-based approaches, such as BART
(Lewis et al., 2020) and T5 (Raffel et al., 2020),
achieve top results in various generation tasks, in-
cluding dialogue generation. Therefore, BART and
T5 are commonly used as the base generation mod-
els in recent approaches. For instance, Li et al.
(2021b) uses the BART as a backbone to train the
model that considers long-range contextual emo-
tional relationships.

Moreover, recent transformer-based approaches
effectively solve graph-to-text generation tasks.
Ribeiro et al. (2020) demonstrated that BART and
T5 outperform various GNNs trained to encode
AMR graphs in the AMR-to-text task. Similarly,
Kale and Rastogi (2020) indicated that pre-training
in the form of T5 enables simple, end-to-end mod-
els to outperform pipelined neural architectures
tailored for data-to-text generation. The key factor
here is that any graph can be linearized, and Hoyle
et al. (2021) showed that transformers are invari-
ant to the method by which graphs are linearized.
Thus, we do not explore ways of linearizing dia-
logue graphs augmented by discourse relations, but
choose one of the most reasonable ones.

Discourse parsing of multi-party conversations
is an adjacent direction that is gaining popularity.
There are several works where the dialogues were
analyzed in terms of discourse structure ad dis-
course relations parsing (Afantenos et al., 2015; Shi
and Huang, 2019; Wang et al., 2021; Koto et al.,
2021). Despite this, there are not a large num-
ber of publicly available datasets with discursively-
annotated dialogues. Basically, all comparisons
are conducted for the STAC dataset (Asher et al.,
2016), which is quite small. As far as we know, the
only large publicly available dataset is the CDSC
dataset (Zhang et al., 2017). The main difference
in our research from this direction is that we do
not aim to suggest a novel discourse parser. At
the same time, we use existing parsers and explore
the importance of using discourse in the applied
generative task.

Our idea of generating discourse relations in
dialogues comes from the story-telling task. To

https://github.com/alchernyavskiy/discourse_mpc_generation
https://github.com/alchernyavskiy/discourse_mpc_generation
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Figure 2: End-to-end MPC generation pipeline. The
colors represent the speakers and are chosen as an ex-
ample.

facilitate discourse coherence, some researchers
proposed neural text generation based on discourse
planning with an auxiliary model (Ji et al., 2016;
Harrison et al., 2019; Chernyavskiy, 2022). How-
ever, in the case of dialogues, discourse structure
has been explored only in the context of summa-
rization and machine reading comprehension tasks
(Feng et al., 2021; Li et al., 2021a).

3 Methods

3.1 End-to-End MPC Generation Pipeline

Figure 2 illustrates the end-to-end pipeline of multi-
party conversation generation, which consists of
several main steps at each dialogue turn. This
pipeline implies that the next turn speaker selec-
tion can be separated from the response selection.
There are also united approaches, but we do not
consider them in this paper.

Firstly, the next speaker should be selected.
Then, we should decide to which utterance it re-
sponds, or in other words, select the addressee of
the generating utterance. Both these steps (1 → 2
and 2 → 3 in Figure) are typically combined into a
single stage.

In this paper, we investigate the last generation
phase (step 3 → 4 in Figure), namely the text
generation for the current utterance. In our case,
we also distinguish the dialogue act planning sub-
stage that consists of selecting the edge type in
terms of dialogue acts.

3.2 Linearization
This section describes linearization of graphs rep-
resenting multi-party dialogues annotated by dis-
course relations, in addition to the main MPC fea-
tures. As it was mentioned above, we do not have
the goal of tuning the linearization technique, and
we have chosen one of the most reasonable ones.

The graph structure can be converted to a se-
quence by sorting the utterances by time. Each
utterance and its meta can be linearized according
to the following way. Firstly, we should assign
an utterance id and indicate the current speaker.
Then we must specify which addressee statement
to respond to and how to respond to it (discourse
relation). Finally, we should produce the next utter-
ance text. To handle the first two steps, we suggest
to use special tokens as the identifiers of speakers
and utterances: {⟨si⟩} and {⟨ui⟩} correspondingly.
For instance, a linearized i-th utterance written by
the j-th speaker in response to the k-th utterance
looks like as follows:

“⟨ui⟩ ⟨sj⟩ ⟨relation⟩ ⟨uk⟩ response text”

Also, we use a separator token to join single
utterances and get full representation of the current
dialogue state. To specify an utterance to respond
to at the current turn, we add its representation
to the end of the dialogue sequence. We use the
resulting representations as the inputs of seq2seq
models. Figure 3 demonstrates an example of the
MPC dialogue linearization procedure.

We passed the target seq2seq texts to the model
in the following format: “⟨relation⟩ response text”.

It should be highlighted that the response text
is generated following discourse relations. Conse-
quently, its tokens are produced with an attention
mechanism that takes into account the discourse
token. Moreover, the transformer-based language
modeling approach allows us not to use a special
auxiliary model like in (Ji et al., 2016; Harrison
et al., 2019).

3.3 Model and Loss Function
We use BART and T5 as the base transformer mod-
els due to their state-of-the-art performance in var-
ious text generation and graph-to-text generation
tasks.

In our approach, discourse tokens are planned
first and an auxiliary model is not required, their
importance can be adjusted through weights in the
loss function. To this end, we employ the weighted
cross-entropy loss:
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1. Whatever you do, never
remove dinner time...

3. Is this a B4R
post? :) (It's a
JOKE people!)

2. You should
ask them to

also expand...

4. Sleep is for
the weak... 

1 2 3 4
R24R12

R13

Time

Speaker 1
(<s1>)

Speaker 2
(<s2>)

Speaker 3
(<s3>)

<u1> <s1> <unk> <init> Whatever you do,
never remove dinner time... [sep] <u2> <s2>
<R12> <u1> You should ask them to also
expand... [sep] <u3> <s3> <R13> <u1> Is
this a B4R post? :) (It's a JOKE people!)
[sep] <u4> <s1> <R24> <u2> Sleep is for
the weak... 

HumorElaboration

Disagreement

Figure 3: Example of the discursively-annotated MPC linearization process. Firstly, all nodes are ordered temporally,
forming a chain. Then, it is transformed to text representation using special tokens to display meta information: ⟨ui⟩
are used for utterance ids, ⟨si⟩ are tokens for speaker ids (are signified by colors), and ⟨Rij⟩ are used for relations.
Additionally, an ⟨init⟩ token is introduced due to the fact that the first replica does not have an adressee.

L = − 1

|S|

|S|∑
j=1

|Dall|∑
i=1

w(yj)I{xi = yj} log(p(xji))

(1)

w(y) = αI{y ∈ D}+ I{y /∈ D} (2)

Here, |S| is the target sequence length, |Dall|
is the full vocabulary size, p(xji) is the predicted
probability of the i-th token for the place j, and yj
is the target token. I denotes an indicator function.
D is the predefined set of discourse tokens, and α is
the weight related to the dialogue acts planning task.
When the α coefficient is zero, we actually provide
the standard response generation task instead of the
multitask learning.

The described approach is quite intuitive, but at
the same time, it allows for significant improve-
ment of the quality of generation and acceleration
of convergence, as demonstrated in Section 5.

4 Datasets

This section presents the discursively-annotated
datasets used for evaluation.

4.1 CDSC

First, we utilize the largest manually annotated
dataset of dialogue acts in online discussions,
namely the Coarse Discourse Sequence Corpus
(CDSC) proposed by Zhang et al. (2017). It con-
tains ∼9K Reddit threads (in English), with com-
ments annotated with 9 main discourse act labels
that were designed to cover general discourse and
an “other” label. It should be highlighted that, to
the best of our knowledge, this dataset is the only
open-source dataset that is sufficiently large and
includes discourse act labeling.

The list of the dialogue acts used in the dataset is
the following: “Question”, “Answer”, “Announce-
ment”, “Agreement”, “Appreciation”, “Disagree-
ment”, “Negative Reaction”, “Elaboration”, “Hu-
mor”, “Other”.

There exists some missing values in the data, and
we replace them with the ⟨unk⟩ special token. We
splitted the data into training and test sets with a
ratio of 6:1. As a preprocessing, we removed in-
stances with missing values and all non-ascii char-
acters from texts.

4.2 Movie Reddit Dataset

No other large-scale, discursively-annotated open
datasets for the MPC generation task are available,
and manually-labeled data is not typically accessi-
ble in real-world applications. Therefore, we col-
lected our own dataset and labelled it automatically
to increase the significance of the findings.

Similar to CDSC, we parsed threads from Reddit
(the largest open source of dialogues), but focused
primarily on the movie domain since it does not re-
quire any specific knowledge and is generally con-
sidered for the conversation analysis tasks (Zhou
et al., 2018). We collected roughly 90k dialogues
from the 25 most popular Reddit subthreads dis-
cussing movies, series and TV shows. To obtain
discourse acts labels, we trained our own discourse
parser from scratch based on the CDSC dataset.
Existing parsers are trained using much smaller
datasets and operate with other discourse relations,
making evaluation inconvenient. We chose the
Two-Stage discourse parser (Wang et al., 2017) as
the model architecture, since it is open-source and
has obtained SOTA results for dialogue discourse
parsing. The entire procedure for preprocessing
and input data construction used is identical to that
of CDSC.
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5 Experiments

This section discusses implementation details and
experiment results, including human evaluation.

5.1 Implementation Details

We fine-tuned the base-sized BART and T5 models
(139M and ∼220M parameters respectively). The
maximum source length was set to 1024, and the
maximum target length was set to 64 (these values
were estimated using the training set). The models
were trained on batches of size 2 with a learning
rate of 2e-5 during 5 epochs. Other hyperparame-
ters were used by default.

Each model was trained on the GPU Tesla V100
32G for approximately 10 hours.

5.2 Discourse Planning Importance

We use the popular ROUGE-based (Lin, 2004) and
BLEU-based (Papineni et al., 2002) scores to au-
tomatically estimate the overall generation quality.
We calculate it based on the target texts cleared of
discourse tokens.

We conducted experiments for the three settings
of the dataset used for fine-tuning: (1) D containing
discourse relation tokens in both source and target
texts; (2) D1 only containing discourse relations in
source texts; and (3) D2 having no discourse rela-
tions at all (is considered as the baseline model).

We selected the weight α for discourse planning
as 100 using grid search for the D setting. Results
further detailed in Section 5.4 indicate that it is
better to choose the weight of discourse tokens
in the loss function larger than the rest. At the
same time, the difference for large values is not
significant, so we chose the same value of α for
both datasets. This weight was not used for D1 and
D2 since they do not contain dialogue act tokens in
the target texts. Additionally, it should be noted that
D1 can be considered an equivalent for D, where
the α coefficient is set to 0 and dialogue acts are
not being planned.

Table 1 presents the F1-scores for the ROUGE-
based and BLEU-based metrics for the BART
model. The results demonstrate that the model
incorporating discourse planning (setting D)
achieved the highest scores and was significantly
superior to the other models. This indicates that
discourse planning simplifies the generation of re-
sponse texts, even for BART.

Furthermore, for the Movie Reddit dataset, the
results in setting D1 outperform those those in

setting D2. It follows that in the case when the
training dataset is large and comprises more ex-
amples of discourse dependencies, incorporating
dialogue act markers in input texts can also be ben-
eficial. Nevertheless, the maximum quality boost
is obtained precisely when training the auxiliary
discourse planning task (in setting D).

The metrics for D are slightly lower for the
Movie Reddit dataset than for the CDSC. This is
primarily attributed to the fact that all dialogue acts
in Movie Reddit were labeled automatically, which
can lead to inaccurate labels. However, the results
remain consistent between the two datasets, and
the model featuring a discourse planning stage per-
forms significantly better than the base model, even
considering the automatically labeled data.

Table 2 demonstrates results for the T5 model.
The language modeling quality is slightly inferior
to that of BART, which may be due to a suboptimal
hyperparameter selection. The decreased quality
in the last rows may be attributed to the use of an
extended tokenizer with discourse tokens (never-
theless, this assumption should not greatly affect
the quality). At the same time, hyperparameter
search was not our primary objective, and the re-
sults confirm that with an appropriate selection of
hyperparameters, discourse planning greatly im-
proves generation quality.

5.3 Human Evaluation

To enhance the evaluation as well as cover aspects
that cannot be assessed by automatic metrics, we
conducted a human evaluation. Here, the main goal
was to compare texts generated by two BART mod-
els: the base model and the model trained via multi-
task learning. For each instance, the experts were
tasked with choosing which of two options was the
best for continuing the dialogue (or whether they
were equal), as well as evaluating each option on
a 3-point scale according to the criteria of consis-
tency (coherence) and meaningfulness. Coherence
assessed the relation between the current utterance
and the addressee, as well as the overall logic of
the dialogue, while meaningfulness assessed the
semantic load of the utterance in its general context.
The two scales were rated on a scale of 0-2, with 0
representing a bad prediction, 1 representing a gen-
erally normal prediction with some inaccuracies,
and 2 representing a prediction close to perfect.
In order to ensure reliability in the evaluation, the
options were shown in random order.



524

Dataset Setting ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2
CDSC D [full discourse data] 9.34 0.66 8.37 8.68 0.32

D1 [no discourse in resp.] 7.39 0.48 6.64 6.53 0.30
D2 [no discourse at all] 7.44 0.43 6.71 6.58 0.32

Reddit D [full discourse data] 8.89 0.58 7.96 8.11 0.17
D1 [no discourse in resp.] 7.76 0.54 7.07 6.80 0.20
D2 [no discourse at all] 7.45 0.51 6.77 6.47 0.17

Table 1: Performance of BART-based models on the CDSC and Movie Reddit test sets for different variants of
training datasets (denoted as settings). We use F1-scores for the ROUGE-based metrics. D uses discourse relations
in both source and target texts in seq2seq training, D1 has responses cleared of discourse relations, and D2 is
the dataset without discourse relations at all (is used to train the baseline model). Here, STD ≤ 0.6 in cases of
unigram-based metrics and STD ≤ 0.1 in cases of bigram-based metrics.

Setting ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2
D [full discourse data] 8.81 0.50 7.87 8.02 0.25

D1 [no discourse in resp.] 7.06 0.39 6.36 6.12 0.25
D2 [no discourse at all] 6.94 0.41 6.24 5.96 0.21

Table 2: T5-based model performance on the CDSC test set for different training datasets and α coefficients.

Model # better Coherence Meaning.
Base 62 1.11 1.32
Disco 83 1.32 1.33

Table 3: Human evaluation results on the subset of
200 dialogues from the CDSC test set. “Base” refers to
the base BART model and “Disco” refers to the model
trained via dialogue acts planning.

Table 3 presents the obtained results for 200 ran-
dom dialogues from the CDSC test dataset. Here,
the scores are averaged across the corpus. We
can see that responses produced by the custom ap-
proach are preferable in more cases. This is mainly
because the discourse-based model’s responses are
more coherent and more appropriate for continuing
the dialogue, despite perhaps less semantically ap-
propriate formulations (the task of generating texts
for some dialogue acts is quite challenging). Al-
though the overall improvement is not substantial,
there is a considerable progress in the aspect of
consistent dialogue generation.

5.4 Convergence Speed

In this section, we evaluate the convergence speed
of our model. The rate of convergence can be es-
timated in several ways, and in this case we have
chosen one of them, which is related to estimat-
ing the fewest number of steps to get high quality.
For early quality estimation, we train models for
a smaller number of steps (2 epochs) with vary-

ing values of the α coefficient in the loss function
to indicate the importance of the discourse plan-
ning task. These values are 1, 10, 30, 100 and 200.
We measure the quality of discourse tokens using
Accuracy and the quality of response texts using
F1-based ROUGE-L.

Figure 4 demonstrates the results that reveal a
strong correlation between Accuracy and ROUGE
values, suggesting that improved discourse plan-
ning improves the overall quality of language mod-
eling. Furthermore, these results indicate that the
approach converges faster (reaching optimal qual-
ity at earlier epochs) if the discourse planning task
has more weight. For instance, increasing α from
1 to 100 yields a significant increase in the conver-
gence speed of the training process, requiring far
fewer steps to attain the best possible generation
quality.

6 Discussion

In this section, we partially explain how discourse
improves generation quality for the model trained
using discourse planning and demonstrate differ-
ences using concrete examples.

6.1 Error Analysis

In order to analyze which dialogue acts the
discourse-based model actually plans and which of
them can improve the overall quality of language
modeling, we compare the quality of dialogue acts
planned by the base and the discourse-based BART
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Figure 4: Discourse Accuracy (blue line) and ROUGE
(red line) scores depending on α for the CDSC test set.

models. As the base model does not explicitly gen-
erate dialogue acts, our trained discourse parser
was used to label them. The corpus used for train-
ing also contains unlabeled instances, which are
not taken into account in our analysis.

Figure 5 demonstrates the confusion matrices
for both the base and custom models. The correct
labels were taken from the dataset. The results
illustrate that the base model achieves only an ac-
curacy of 0.315, whereas the custom model gets
0.615. The task is complicated by the fact that
the dialogue can be continued in various ways and
often there is no single correct dialogue act.

The confusion matrix for the discourse model
is closer to diagonal, indicating improved perfor-
mance. A standout feature is that the custom model
successfully plans not only common relations, such
as Elaboration and Answer, but also rarer ones. So,
the discourse-based model more accurately deter-
mines when it is necessary to thank the interlocutor
(Appreciation), and when to ask a clarifying ques-
tion (Question). Interestingly, the discourse model
predicts better even such relations as Disagreement
and Humor. Some relations are quite non-trivial,
and even with the right relations planned, it can
be challenging for the model to generate the cor-
rect words to achieve the highest automatic gen-
eration metrics. However, as seen in Section 5,
the right choice of dialogue acts is a step towards
high-quality generation.

6.2 Generation Examples

Figure 6 shows examples of dialogues generated
by the base BART model and the BART model
fine-tuned using discourse tokens. We focus on the
generation of the last utterance, as this is the second
stage of the general generative MPC pipeline.
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Figure 5: Confusion matrices of dialogue act planning
for the CDSC test set for the base BART (top) and
discourse BART (bottom) models.

The first example demonstrates a simple dia-
logue with only two speakers. Even in such sce-
narios, the base BART model may struggle. In this
instance, the base model attempted to answer the
question “maybe an endgame companion?”, while
completely disregarding the context of the conver-
sation. At the same time, the discourse planning
model was able to respond in a more logical and
reasonable manner, continuing the topic and aim-
ing to achieve the initial goals of the first speaker
by asking a new question.

The second dialogue presented appears to be a
chain, with three speakers. One can see that the
most pertinent relations for this dialogue are “agree-
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Seeing the sentry bots in the "atom bomb baby" trailer, they
look cool as all hell. I've always liked sentry bots and
wanted one as a companion, but i've never seen a sentry
bot companion in any of the games. has there been a sentry
bot companion? what are your opinions and thoughts?

 You could have a sentry bot under your control in the
Fallout 3 Anchorage DLC but it wasn\'t really the same. I
don\'t think they would put a sentry bot in as a companion
because they\'re extremely powerful with a missile launcher
and a gatling laser/minigun.

GT:  maybe an endgame companion? like you had to go to the
main city, and do a large high level quest. so then it wouldn't be
overpowered for the levels you were facing

Base: I really enjoyed the idea of a companion

Discourse: <question> what about a sentrybot companion but
like the other ships, does it work like I'd expect?"

Suppose I am buying a Copper and have 2 Traders in my
hand. Can I use both simultaneously and instead of gaining
the Copper, gain 2 silvers? Or do they have to be used one
after the other - replacing the Copper with a Silver and then
replacing the Silver with another Silver - leaving me with
only 1 silver? 

Well I think the issue is that you replace it. So either way it
happens the second one fails with no target. This game
doesn't have simultaneously action.

GT:  yeah you play one card then the other. so you would
buy a copper then reveal trader 1 and gain a silver instead.
then you reveal trader 2 and instead of gaining that silver
you gain the next silver on the pile and put the first one back
on top.

Base: Ah I see.

Discourse: <agreement> I think the issue is that the first
time you replace, you have to gain 1 silver - so you can't
replace the silver"

Detroit Tigers, please win this series, in the name of all that
which is not red-necked and evil.

Nolan Ryan is awesome and George W would have actually
made a good commissioner. No need to hate.

Wouldn't it have been nice if Bush
could have been commissioner
instead of Governor and President... 

Absolutely

GT:  Why exactly would he have made a good
commissioner?

Base: Don't hate your boss, just take a swing at him.

Discourse: <agreement> Yes, and Ryan actually made a
very good commissioner

 I keep trying to do this newer set-up so I can use it in my
No WW and Ganonless runs, but it fails sometimes and I
can't figure out why. Can anyone give me a hand?

that set up is kind of hard to do. I recommend you use this
one instead, its a lot easier and more consistent.
https://www.youtube.com/watch?v=tAZLppTvMfo (skip to
2:16:20). ...

GT:  I like this set-up a lot. I'll give it a shot! Thank you

Base: I have this set up in GAL for no WW (although I
would like to add that for a pvp) and it's kinda annoying. This
version works great in no WW as well as Ganonless. It's still
a tricky one to find if you do it by pressing left+right

Discourse: <appreciation> Cool, that helped the most. I'll
give it a go then.

Figure 6: Examples of generated dialogues with the ground-truth reply (GT) and options generated by the base and
discourse approaches. Node color is used to identify the speaker and arrows on the edges indicate the addressees.
The task is to generate the utterance text for the empty node. Here, “Base” refers to the base BART model and
“Discourse” refers to the BART model fine-tuned using special discourse tokens. The discourse-based model also
produces discourse tokens which are shown in italics.

ment” and “disagreement”, given the introduction
of a new speaker. Nevertheless, the base model
chooses options with “appreciation”, which does
not contribute to dialogue continuation.

The third example (bottom left in the Figure)
demonstrates a dialogue with a more intricate struc-
ture, making the planning of discourse relations
more challenging. There exist several ways to
move the dialogue forward, and the chosen “agree-
ment” relation allows the discourse-based model to
generate an utterance that is not removed from the
context.

The final example shows the case in which the
“appreciation” token is sufficient for the discourse-
based model to generate a concise, suitable answer

without excessive detail.
It is important to emphasize that the base model

is still capable of producing valid responses due
to its element of randomization in the sampling
process. Nevertheless, the accurate choice of a
discourse relation (dialogue act) at the start signif-
icantly simplifies the search for alternatives and
almost always results in valid responses.

7 Conclusion and Future Work

In this paper, we explored the effectiveness of trans-
former fine-tuning based on discourse dialogue acts
planning for the multi-party conversation genera-
tion task. We evaluated our approach on the largest
manually and automatically annotated datasets of
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dialogues from Reddit.
The evaluation including automatic and human

assessments revealed that incorporating special dis-
course tokens into the linearized training sequences
could significantly improve the generation metrics
and is an important step towards coherent genera-
tion. The proposed approach performed well even
on the automatically annotated dataset, and increas-
ing the weight of discourse tokens in the loss func-
tion further accelerated learning convergence.

Future work includes the analysis of other types
of linguistic information (such as syntactic and
semantic relations), other ways of integrating them
into the training process, as well as experiments for
alternative MPC generation pipelines.

8 Ethics and Broader Impact

The training of large transformer-based models is
one of the reasons leading to global warming. How-
ever, we do not train these models from scratch and
use the fine-tuning procedure. Moreover, we con-
sider only the base variants of the models that have
a lower number of trainable parameters.

9 Limitations

The proposed approach is not limited to the English
language or BART/T5 approaches. The main limi-
tations are the presence of annotated data that can
be acquired manually or with the help of a parser,
and the seq2seq nature of the transformer-based ap-
proach. As with most conversational agents, there
are possible adverse impacts, like spreading harm-
ful or hateful messages or misinformation. Models
mainly learn the training dialogues, and most of
these issues can be addressed through proper pre-
processing or the selection of appropriate datasets.
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