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Abstract
The identification of cognates and derivatives is
a fundamental process in historical linguistics,
on which any further research is based. In this
paper we present our contribution to the SIG-
TYP 2023 Shared Task on cognate and deriva-
tive detection. We propose a multi-lingual solu-
tion based on features extracted from the align-
ment of the orthographic and phonetic repre-
sentations of the words.

1 Introduction and Related Work

In this paper we describe our participation in the
SIGTYP 2023 Shared Task on cognate and deriva-
tive detection.

As both the cornerstone of historical linguistics
and a starting point of historical enquiry, auto-
matic detection of cognates and derivatives pro-
vides access to a wide range of areas in social sci-
ences (Campbell, 1998; Mallory and Adams, 2006;
Mailhammer, 2015). Concrete examples of the
usefulness of accurate prediction of cognates and
cognate chains were previously mentioned in the
works of Atkinson et al. (2005), Alekseyenko et al.
(2012), and Dunn (2015) through linguistic phy-
logeny, which in turn can be applied to back tracing
linguistic relatedness (Ng et al., 2010). Linguistic
contact can also be inferred from such predictions
(Epps, 2014), and this in turn can provide a better
understanding and insight into the interaction of
ancient communities (Mallory and Adams, 2006;
Heggarty, 2015). While looking for similar patterns
that regulate the cognitive mechanisms involved
in semantic change, an extended view on cognate
chains can be used as a basis for the identifica-
tion of meaning divergence (Dworkin, 2006). The
study of language acquisition (Huckin and Coady,
1999) as well as the challenging problem of remov-
ing false friends in machine translation (Uban and
Dinu, 2020) would both benefit from an accurate
understanding on the cognate pairings between any
two related languages.

Today there is a vast volume of linguistic data
that is yet to be analysed from a historical per-
spective (List et al., 2017). This illustrates the
paramount importance of looking into automatic
methods and algorithms that can accurately detect
cognates and derivatives for both highly resourced
and lowly resourced languages.

Recent years have seen a proliferation of tech-
niques for automated detection of cognate pairs
(Frunza and Inkpen, 2008; Ciobanu and Dinu,
2014; Jäger et al., 2017; Rama et al., 2018; Fourrier
and Sagot, 2022). A lot of these techniques employ
feature extraction from various orthographic and
phonetic alignments used for training shallow ma-
chine learning algorithms in the supervised setting,
or used along with clustering methods for the un-
supervised approaches (Simard et al., 1992; Koehn
and Knight, 2000; Inkpen et al., 2005; Mulloni and
Pekar, 2006; Bergsma and Kondrak, 2007; Navlea
and Todirascu, 2011; List, 2012; Ciobanu and Dinu,
2014; Jäger et al., 2017; St Arnaud et al., 2017;
Cristea et al., 2021). Ciobanu and Dinu (2014)
reported results on cognate detection for several
Romance language pairs, in which cognate and
non-cognate pairs are distinguished via features
extracted from orthographic alignments that are
used for training Support Vector Machines, with
accuracies reaching as high as 87%.

Deep learning models for cognate detection and
other similar tasks were mentioned in fewer stud-
ies. Siamese convolutional neural networks trained
on character sequences for either the orthographic,
or the phonetic representations of the words, and
augmented with handcrafted features were shown
to perform well when tested on cognate predic-
tion for three language families, out of which the
most proeminent one being the Austronesian fam-
ily (Rama, 2016). Also, for borrowing detection
Miller et al. (2020) employed deep learning archi-
tectures based on recurrent neural networks.
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1.1 SIGTYP 2023 Task and Data
The SIGTYP 2023 competition includes two sub-
tasks: supervised and unsupervised classification
of word pairs into three different classes: cog-
nates, derivatives, and neither. The dataset in-
cluded 232,482 annotated word pairs in 34 lan-
guages, where each word pair was annotated with
a language for each word, and with one of the three
categories based on the relationship between the
pair. The data was annotated based on Wiktionary.

2 Automatic Cognate Detection
Experiments

2.1 Methodology
The models we experimented with were all multi-
lingual, in the sense that we trained them on the
whole dataset without any split with respect to the
languages of the classified word pairs. We trained
classical machine learning algorithms using various
sets of handcrafted features. In order to improve
overall performance, we also looked into training
ensemble models using the best scoring algorithms.

2.2 Features
The models were trained using combinations of
three types of features:

• graphic features, extracted from aligning the
graphic form of the words in a pair

• phonetic features, extracted from a similar
alignment, but for the phonetic transcriptions

• language features, represented as one-hot en-
codings for which pair of languages the words
in an input pair come from.

For the graphic features, we started by prepro-
cessing the input words and removing the accents.
The Needleman-Wunch algorithm for sequence
alignment (Needleman and Wunsch, 1970) was suc-
cessfully employed in previous studies (Ciobanu
and Dinu, 2019) for aligning and extracting fea-
tures from the graphic representation of word pairs,
in order to classify such pairs as cognates or non-
cognates. Using a similar approach we were able to
extract n-grams around alignment mismatches (i.e.
deletions, insertions, and substitutions). Another
aspect we borrowed from previous studies is that
for a given value of n, we extract all such i-grams
that have the length i ≤ n.

As for an example of graphic features extrac-
tion, we can look at the pair constituted of the

German word "hoch" and the Swedish word "hög",
annotated as cognates in the training dataset, and
both meaning "tall". For the preprocessed pair
(hoch, hog) we obtain the following align-
ment: ($hoch$, $hog-$), where $ marks the
start and the end of the alignments and - repre-
sents an insertion, or deletion (depending on the
direction we are considering). For a chosen value
of n = 2, the extracted features are: c>g, h>-,
oc>og, ch>g-, and h$>-$.

For phonetic features, we employ the same
method, but this time on the phonetic represen-
tation of the input words, where one could have
been identified (if we did not identify the phonetic
representation of at least one word in the input pair,
we consider no phonetic features for this pair). To
obtain the phonetic representations we used the
eSpeak library1, version 0.1.8.

All these features along with the encoding of the
input languages are vectorized using the binary bag
of words paradigm, and correspond to the input
representation for the various Machine Learning
models we trained.

2.3 Supervised classification: Ensemble
Model

Using various combinations of the features de-
scribed above, we experimented with training a
few different multi-class classification algorithms:
Support Vector Machine, Naive Bayes, and SGD
Classifier. In order to compare the performance of
the trained models (with various hyper-parameters)
and their corresponding feature combinations, we
computed F1 scores obtained from three-fold cross
validation using the whole training dataset.

Out of these models we select the top perform-
ing ones and we then train a stacking ensemble
classifier. We also experimented with the number
of models selected and assessed the enseble perfor-
mance using three-fold cross validation as well.

2.4 Unsupervised classification: Clustering
model

For the clustering approach, we employed the
whole set of features (graphic features, phonetic
features, and language encodings) and fitted a
KMeans algorithm with the number of clusters set
to 3.

1https://github.com/espeak-ng/espeak-ng

138



Model and Hyper-Parameters n graphic phonetic language F1 Acc
SGD Classifier, loss: "hinge" 3 yes yes yes 0.793 0.921
SGD Classifier, loss: "modified_huber" 3 yes yes yes 0.791 0.921
SGD Classifier, loss: "modified_huber" 2 yes yes yes 0.783 0.916
Linear SVM, C = 0.1 3 yes yes yes 0.782 0.923
SGD Classifier, loss: "modified_huber" 3 yes no yes 0.781 0.916
SGD Classifier, loss: "hinge" 2 yes yes yes 0.781 0.914
SGD Classifier, loss: "log_loss" 3 yes yes yes 0.780 0.913
SGD Classifier, loss: "perceptron" 3 yes yes yes 0.775 0.910
SGD Classifier, loss: "hinge" 3 yes no yes 0.775 0.911
Linear SVM, C = 1 3 yes yes yes 0.782 0.917

Table 1: Top ten best performing models with respect to macro F1 score for the supervised task. Best hyper-
parameters and feature combinations are also reported in this table. n represents the size of the considered alignment
n-grams for graphic and phonetic features. Evaluation was done using three-fold cross validation on the training
data

.

2.5 Hyperparameters and experimental
details

For selecting the best base models to be combined
into the stacking ensemble for the supervised ap-
proach, and also for selecting the model for the un-
supervised task, we trained various machine learn-
ing models using the scikit-learn Python library.
The list of models and their parameters is the fol-
lowing (note that if not said otherwise, all other
hyper-parameters are set to the defaults specified
in the 1.2.0 version of the library):

• Linear Support Vector Machine
(LinearSVC): C ∈ {0.1, 1, 10}

• Multinomial Naive Bayes

• SGD Classifier: loss ∈ {hinge, log_loss,
perceptron, squared_hinge,
modified_huber}.

We evaluate each such model using all combina-
tions of graphic, phonetic, and language encoding
features, and using various values for the size of
considered alignment n-grams (n ∈ {1, 2, 3}).

Lastly we select the top performing N mod-
els based on cross validation scores and train a
StackingClassifier on the whole training
set. Furthermore, we cross validate these ensem-
bles as well in order to determine the best N .

3 Results

3.1 Supervised Task
We report metrics computed via three-fold cross
validation performed using the provided training
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Figure 1: Computed macro F1 scores through three-fold
cross validation for the supervised ensemble architec-
tures trained using various numbers of base models.

dataset. We report the macro F1 score (the metric
used in the task description for evaluation purposes)
and the classification accuracy. Table 1 contains
the metrics computed for the top 10 performing
classification models, along with their choice of
hyper-parameters and features.

We also tracked the performance of the ensemble
architecture for various numbers of base models.
As can be seen in figure 1, slight improvements are
achieved when picking more models, although at
some point this process shows diminishing returns
and a longer time for training.

For the supervised submission, we chose the 25
models ensemble that displayed a 0.797 macro F1
score on the cross validation experiment, while
for the unsupervised one, our KMeans model dis-
played a clustering score of 0.816.
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4 Conclusions

In this paper we described our approaches for both
the supervised and the unsupervised subtasks from
the SIGTYP 2023 Shared Task on cognate and
derivative detection. Our methods mostly rely on
feature engineering powered by sequence align-
ments for both orthographic and phonetic transcrip-
tions.

As we have seen from the results reported on
the train labels, the combination of graphic and
phonetic features seem to provide better perfor-
mance than the models relying on one but not the
other. One disadvantage is the lack of phonetic tran-
scriptions for some of the low resource languages,
which should be an important item in the long list
of studies still needed for these type of languages.

Our submissions for the shared task yielded a
macro F1 score of 0.83 for the supervised subtask,
which was only 0.04 below the best reported result,
and a 0.49 clustering accuracy for the unsupervised
subtask, which was the best reported result and
achieved a 30% improvement over the baseline.

For future work we are considering a qualitative
analysis of the errors, in order to better understand
on which language pairs our models were regis-
tering better results and where they struggled to
provide accurate predictions.
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