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Abstract. This article presents a first study on the use of the ChatGPT dialo-
gue system in a complex and sensitive application, namely, the computational
prediction of mental health disorders from social media text. To this end, we
conducted an experiment to compare a traditional supervised approach based
on BERT with a zero-shot strategy based on natural language prompts submitted
directly to the dialogue system. Results of this evaluation, taking into account
the accuracy of the classification task in view of the need for corpus annotation
in the supervised approach, highlight different advantages of each alternative.

Resumo. Este artigo apresenta um primeiro estudo sobre o uso do sistema de
didlogo ChatGPT em uma aplica¢do complexa e sensivel: a predicdo computa-
cional de transtornos de saiide mental a partir de textos provenientes de redes
sociais. Para esse fim, foi conduzido um experimento comparando uma abor-
dagem supervisionada tradicional baseada em BERT com uma estratégia zero-
shot baseada em prompts em lingua natural submetidos diretamente ao sistema
de didlogo. Resultados desta avaliacdo, levando em conta a acurdcia da tarefa
de classificacdo face a necessidade de anotacdo prévia de corpus da abordagem
supervisionada, destacam diferentes vantagens de cada alternativa.

1. Introducao

As formas de representacdo textual utilizadas em aplicagdes de PLN tém evoluido de
forma acelerada em anos recentes. Partindo-se de modelos simples baseados em con-
tagens de tokens, como o bag-of-words e suas variacdes, no espaco de poucos anos
passou-se ao uso de word embeddings estaticos, como os produzidos com word2vec
[Mikolov et al. 2013], e posteriormente dependentes de contexto, como nos modelos de
lingua pré-treinados do tipo BERT [Devlin et al. 2019]. Este tltimo, até recentemente
considerado o modelo mais expressivo de sua categoria, com 340 milhdes de parametros,
comega a enfrentar a concorréncia de modelos ainda maiores e mais sofisticados, deno-
minados LLMs (large language models) como por exemplo GPT-3 [Brown et al. 2020] e
Bloom [BigScience Workshop 2022], com 175 bilhdes de parametros cada.

A crescente complexidade dos atuais LLMs pode entretanto restringir seu uso a
aplicacdes para o idioma inglés, ou aquelas em que € possivel fazer uso de uma versao
multilingue do modelo. Neste sentido, uma alternativa de interesse para a experimentacao
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em PLN foi a disponibiliza¢io da interface de didlogo ChatGPT!, que combina um LLM
da familia GPT com métodos de aprendizado supervisionado e por reforco utilizando
feedback humano para modelar a tarefa de conversacdo com usudrios humanos com alto
grau de realismo.

Embora sejam modelos do tipo generativo (i.e., que essencialmente completam
um trecho de texto com sua continua¢io mais provavel), LLMs e sistemas deles deriva-
dos (como ChatGPT) possuem, em virtude do grande volume de dados de treinamento a
que tiveram acesso durante sua constru¢ao, ampla capacidade de associar pares de textos,
e podem assim ser facilmente adaptados a diversas tarefas de interpretacao de lingua natu-
ral [Zhang et al. 2023]. Em especial, observa-se que com poucos meses de lancamento o
sistema ChatGPT ja comegou a ser cogitado como uma possivel alternativa a métodos su-
pervisionados tradicionais (i.e., baseados em corpus de exemplos rotulados) por permitir
a consulta direta ao LLM sem exemplos prévios. Em métodos deste tipo, ao invés de ro-
tular um cérpus de avaliagdes de produtos com informacao de sentimento (e.g., positivo,
neutro ou negativo), podemos em tese simplesmente submeter ao LLLM uma instru¢do em
lingua natural perguntando qual o sentimento expresso em um determinado texto.

A auséncia de exemplos de treinamento em métodos baseados em LLMs € uma
forma de classificacdo de texto do tipo zero-shot. Embora haja consideracdes relativas a
seguranca e contamina¢do de dados (i.e., o fato de que estes modelos sd@o constantemente
atualizados e podem ter sido expostos aos dados de teste da tarefa em tempo de treina-
mento, cf. [Zhang et al. 2023]), o uso de ferramentas como ChatGPT em tarefas de PLN
como sumarizacdo, sistemas de respostas a perguntas, andlise de sentimentos e outras
[Qin et al. 2023] tem se difundido com rapidez, e recentemente foi levantada até mesmo
a hipotese do ‘comeco do fim da tarefa de anotacdo de corpus’ [Kuzman et al. 2023].

Com base nestas consideragdes, neste trabalho apresentamos um primeiro estudo
sobre o0 uso de ChatGPT em uma aplica¢do complexa e enfocando um tema intencional-
mente sensivel, carregado de questdes éticas do tipo que sistemas como ChatGPT notoria-
mente tentam evitar: a predicao computacional de transtornos de saide mental a partir de
textos provenientes de redes sociais. Aplicacdes deste tipo, ja amplamente desenvolvidas
com uso de métodos supervisionados convencionais [Chancellor and Choudhury 2020,
Su et al. 2020], sao aqui tratadas pela primeira vez com uso de métodos zero-shot, ndo
havendo (até onde temos conhecimento) risco de contamina¢do de dados.

De forma mais especifica, o presente trabalho objetiva avaliar a deteccdo de in-
dividuos com maior risco de desenvolver transtorno depressivo a partir de suas postagens
no Twitter brasileiro, utilizando para este fim uma abordagem supervisionada tradicio-
nal baseada em BERT e, como alternativa, uma estratégia do tipo zero-shot baseada em
prompts submetidos diretamente ao sistema de didlogo ChatGPT, levando-se em conta a
acurdcia da tarefa de classificacdo face a necessidade de anotacdo prévia de cérpus da
abordagem supervisionada. As principais contribuicdes previstas sao as seguintes:

* Método inédito do tipo zero-shot para deteccdo de transtorno depressivo a partir
de postagens no Twitter em Portugués.

* Comparacao com modelo supervisionado do tipo estado-da-arte para essa tarefa,
baseado em BERT e Bi-LSTMs.

'"https://chat.openai.com/chat
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O restante deste artigo estd organizado da seguinte forma. A secdo 2 apresenta
um breve levantamento de estudos existentes da drea de predi¢do de transtorno de de-
pressdo a partir de textos. A secao 3 introduz os modelos baseados em BERT e ChatGPT
desenvolvidos. A secdo 4 descreve a avaliacdo conduzida, e a se¢do 5 apresenta seus re-
sultados. Finalmente, a secdo 6 sumariza a presente discussao e apresenta futuras direcoes
de pesquisa sobre 0 assunto.

Consideracoes éticas

Os modelos computacionais discutidos foram desenvolvidos com base em dados publi-
camente disponibilizados na plataforma Twitter, aqui tratados de forma anonimizada e
confidencial. A presente abordagem linguistico-computacional ndo deve ser vista como
substituto a outras formas de aquisi¢do de conhecimento (em especial, derivadas da drea
médica) e ndo objetiva diagnosticar individuos com transtornos de satide mental, mas ape-
nas contribuir para a drea de andlise computacional de redes sociais enfocando o estudo
da linguagem empregada nestas circunstancias.

2. Trabalhos relacionados

A deteccdo transtorno depressivo com base em dados textuais (e.g., provenientes de
redes sociais ou outras fontes) € tipicamente modelada na forma de um problema de
aprendizado de mdaquina supervisionado, ou seja, fazendo uso de cérpus de textos ro-
tuladas com informacdes relativas ao estado de satide mental de seus autores (e.g.,
usudrios de redes sociais) para treino e teste de classificadores. Sob esta perspec-
tiva, a tarefa pode ser vista como uma instancia do problema de caracterizacdo auto-
ral [dos Santos et al. 2020b, Pavan et al. 2023, Flores et al. 2022] combinado a detec¢ao
de linguagem afetiva [da Silva et al. 2020]. Um levantamento de estudos recentes
deste tipo é apresentado na Tabela 1, com indicacdo do género de texto conside-
rado (Reddit, Twitter), a forma de representacdo dos dados textuais (b=bag of words,
BERT [Devlin et al. 2019], d=caracteristicas de dominio, e=embeddings, h=horério
da publicacdo, i=imagens, I=atributos LIWC [Pennebaker et al. 2001], m=metadados,
n=informacdes de rede, p=part-of-speech, s=atributos afetivos, t=tdpicos, u=informagdes
demograficas), e métodos computacionais (e.g., CNN=redes neurais convolucionais,
LSTM=long short-term neural networks, LR=regressdo logistica, RF=Random Forest,
etc.).

Dentre os estudos selecionados, observa-se uma ligeira predominancia de traba-
lhos baseados na rede social Reddit. Esta preferéncia pode ser explicada pela maior
facilidade de acesso e reuso de dados desse tipo para fins de pesquisa, o que € mais
restrito no caso da plataforma Twitter. Assim, postagens Reddit sdo usadas em alguns
dos conjuntos de dados mais conhecidos para o idioma inglés, como os cérpus SMHD
[Cohan et al. 2018] e eRisk [Losada and Crestani 2016], sendo este ultimo também a base
de uma série de desafios computacionais (ou ‘shared tasks’) Early Risk Prediction on the
Internet [Parapar et al. 2022].

Quanto aos tipos de modelos textuais utilizados, a Tabela 1 reflete a evolucdo na-
tural da pesquisa em dreas correlatas do PLN, com predominéncia inicial de modelos do
tipo bag-of-words e engenharias de caracteristicas, € sua substitui¢do gradual por mo-
delos baseados em word embeddings e, mais recentemente, BERT [Devlin et al. 2019].
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Tabela 1. Deteccao de transtorno depressivo a partir de texto

Estudo Género Repres. textual Método
[Cohan et al. 2018] reddit b,e FastText
[Trotzek et al. 2018] reddit e,p,m,d CNN
[Kumar et al. 2019] twitter d,s,h ensemble
[Aragén et al. 2019] reddit S SVM
[Cacheda et al. 2019] reddit h,m,n RF
[Burdisso et al. 2020] reddit b SS3

[Lin et al. 2020] twitter e, CNN
[Yazdavar et al. 2020] twitter b,s,t,i,n,l,u RF

[Souza et al. 2020] reddit e LSTM
[Souza et al. 2021] reddit e LSTM+CNN
[Ansari and Ji 2022] reddit,twitter e,s LR+LSTM
[dos Santos et al. 2023] twitter BERT Bi-LSTM

No que diz espeito aos métodos computacionais empregados, de modo geral observa-se
a mesma trajetoria, com o uso de classificadores tradicionais baseados em contagens de
tokens sendo gradualmente substituido por métodos de classificagdo de sequéncias base-
ados em aprendizado profundo, incluindo o uso mais recente de arquiteturas baseadas em
transformers.

Com excecdo dos estudos para o portugués em [dos Santos et al. 2020a,
dos Santos et al. 2023], que introduziram o corpus denominado SetembroBR para
deteccao de transtorno de depressdo e ansiedade no Twitter brasileiro, todos os traba-
lhos identificados sdo dedicados ao idioma inglés. Assim, este corpus serd tomado como
base no presente trabalho, conforme discutido nas préximas secdes.

Finalmente, observa-se que nenhum dos estudos identificados faz uso de métodos
zero-shot, baseados em prompt ou em modelos de lingua de grande escala e similares.
Destacamos, entretanto, que o sistema ChatGPT tem sido utilizado da forma que preten-
demos aplicar ao presente problema de deteccdo de depressdao em diversas outras tarefas
de PLN, como a classificacdo de género linguistico [Kuzman et al. 2023], deteccao de ati-
tudes ou posicionamentos [Zhang et al. 2023] e analise de sentimentos [Qin et al. 2023].

3. Modelos de predicao de transtorno depressivo

O estudo conduzido avalia dois modelos de predi¢do de transtorno depressivo a partir
de textos publicados na rede social Twitter. O primeiro modelo, baseado no sistema de
didlogos ChatGPT, é uma abordagem do tipo zero-shot que nao faz uso de nenhum tipo
de anotacdo manual de dados. O segundo modelo segue uma abordagem supervisionada
tradicional baseada em dados de um corpus rotulado e uso do modelo de lingua BERT
[Devlin et al. 2019]. O objetivo da avaliacao € o de verificar qual destas duas abordagens
apresenta melhores resultados para um subconjunto de timelines (conjuntos de postagens
ou tweets) de teste do corpus SetembroBR [dos Santos et al. 2023].

O modelo de predicao baseado no sistema ChatGPT foi construido da seguinte
forma. Quando questionado diretamente sobre saide mental ou outras questdes de natu-
reza sensivel, o sistema ChatGPT geralmente evita fornecer uma resposta, usando justifi-
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cativas como ‘o diagnostico de depressdo so pode ser feito por um médico’, ‘sou apenas
um modelo de lingua’ e similares. Assim, como forma de contornar estas medidas de
prote¢do, foi utilizado um prompt que solicita informagdes sobre possiveis indicadores
linguisticos de depressdo que podem ou ndo estar presentes em um dado tweet. O prompt
submetido ao sistema ChatGPT 14 March Version foi o seguinte:

Desconsidere o didlogo anterior e avalie se o texto a seguir apresenta indicadores
linguisticos de depressdo em uma escala de 0 a 10, onde 0 significa nenhum
indicio e 10 significa indicios muito fortes. Ao responder, informe apenas um
ntimero de 0 a 10, sem justificar ou explicar sua resposta. O texto a ser analisado
é <texto do tweet aqui>.

A escala de 0 a 10 foi utilizada porque, em testes preliminares, este tipo de prompt
se revelou mais preciso do que solicitagdes mais diretas, como no caso de resposta binaria
(e.g., ‘indique se o texto possui ou ndo indicadores de depressdo’). Além disso, sendo um
sistema de conversacao dotado de memdria de didlogo, foi solicitado explicitamente que
as interagdes anteriores (que podiam ser referentes ao mesmo autor do tweet atual ou outro
qualquer) fossem desconsideradas, forcando o sistema a analisar cada mensagem de forma
independente das demais. Finalmente, para maior rapidez na resposta do sistema, foi
solicitado que ndo fosse apresentada nenhuma explicagcdo adicional motivando a resposta.

Com base neste método, uma colecao de tweets de teste foi rotulada pelo sistema
ChatGPT com escores de 0 a 10. Para a combinagdo desses escores individuais em um
rotulo de classe global (i.e., considerando todos os tweets de uma timeline de um deter-
minado individuo), a média destes escores foi comparada a um valor de threshold fixo
previamente computado a partir de dados de treino ndo utilizados na presente avaliacao.

De forma mais especifica, o sistema ChatGPT foi utilizado para rotular um con-
junto de 30 timelines de treino da classe de Controle (ou seja, um conjunto de individuos
aleatdrios selecionados a partir da populaciao geral) contendo 80 tweets cada. A seguir,
foi computada a média de escores de todos os 30 x 80 = 2400 tweets de treino, e este
valor foi utilizado como threshold para definir os rétulos (Diagnosticados ou Controle)
das timelines de teste.

Como alternativa ao modelo baseado em ChatGPT, foi considerada também uma
abordagem tradicional de aprendizado supervisionado baseada em modelos de lingua do
tipo BERT. Para este fim, utilizou-se o0 modelo BERTabaporu [da Costa et al. 2023], um
modelo BERT treinado com base em 2.9 bilhdes de tokens obtidos a partir de 237 milhdes
de tweets em portugués. Nesta abordagem, a representacdo das timelines a serem rotu-
ladas como Diagnosticado ou Controle € feita em sequéncias consecutivas de 10 tweets
iniciadas em uma posi¢do aleatdria da timeline a cada época. Esta representacdo textual
alimenta uma camada Bi-LSTM com 100 neurdnios seguida de 3 camadas do tipo MLP,
cada uma com dropout de 0,1 e fun¢do de ativagdo softmax.

4. Avaliacao

Como forma de comparar o desempenho dos modelos baseados em ChatGPT e BERT
discutidos na se¢do anterior, foi conduzido um experimento de aplicacdo destes mo-
delos preditivos a uma por¢dao do corpus SetembroBR [dos Santos et al. 2023] de -
melines de usudrios do Twitter brasileiro com diagndstico de depressdo, e de usudrios
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Tabela 2. Subconjunto Depressao do cérpus SetembroBR

Métrica Diagnosticados Controle
Usuarios 1684 11788
Tweets (milhoes) 2,43 16,99

Tokens (milhoes) 29,32 201,94

aleatérios formando um grupo de controle de proporcdo 7 vezes superior. Nesta
defini¢do do problema, também seguida em [Coppersmith et al. 2015, Losada et al. 2017,
Lynn et al. 2018, Cohan et al. 2018, Losada et al. 2019, Parapar et al. 2022] e outros, o
objetivo € distinguir individuos depressivos da populacdo em geral, e ndo distinguir in-
dividuos depressivos de nao-depressivos.

A Tabela 2 sumariza estatisticas descritivas da por¢ao de dados referentes ao trans-
torno depressivo presentes no corpus.

O corpus possui uma divisdo aleatéria pré-definida entre timelines de treinamento
(80%) e teste (20%) que foi respeitada no experimento realizado. Entretanto, os dados de
treino sdo usados de forma diferente pelos dois modelos desenvolvidos. Para o modelo
baseado em ChatGPT, a por¢do de treino foi utilizada apenas para calculo do valor de
threshold de separagdo das classes Diagnosticados e Controle, conforme descrito na se¢ao
anterior. O modelo BERT, por outro lado, utiliza a por¢ao de treino completa do cérpus
para sua construcao.

No que diz respeito aos dados de teste utilizados por ambos os modelos, observa-
se que ndo seria praticavel submeter manualmente para avaliacao do sistema ChatGPT
cada um dos cerca de 3,9 milhdes de rweets de teste do corpus SetembroBR. Assim, na
presente avaliag@o foi utilizado apenas um subconjunto reduzido de timelines, contendo
cada uma um numero também reduzido de tweets.

O experimento realizado baseou-se em um subconjunto de 50 timelines de cada
classe, selecionadas aleatoriamente a partir do conjunto de teste do cérpus, e cobrindo
cada uma um intervalo fixo de 80 rweets consecutivos com a maior frequéncia possivel
dos termos ‘depressdo’ e ‘ansiedade’. Esta estratégia de selecdo objetivou maximizar
as chances de que, mesmo analisando-se uma porcao reduzida dos dados, algum indicio
de discussdo sobre questdes de satide mental pudesse ser encontrado no trecho avaliado,
ressaltando-se que esta simplificacdo ndo representa uma vantagem para nenhum dos dois
modelos sob avaliacdo (ja que ambos utilizam os mesmos dados de teste), e ndo torna a
tarefa computacional menos complexa (dado que tanto individuos das classe Diagnosti-
cados como Controle podem mencionar ou nao estes termos).

5. Resultados

Os dados de teste selecionados foram submetidos para avaliacdo dos modelos ChatGPT
e BERT conforme descrito nas se¢Oes anteriores. Para este fim, foram computadas as
medidas de acurdcia por classe e a acurdcia média de cada modelo, observando-se que o
conjunto de teste € perfeitamente balanceado. A Tabela 3 apresenta os resultados obtidos.

Os presentes resultados motivam uma série de consideracdes. Em primeiro lugar,
observa-se que, na média global, os dois modelos sdo essencialmente similares, um resul-
tado que é em certo sentido inesperado tendo-se em vista a grande diferenca metodolégica
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Tabela 3. Resultados de predicao de transtorno de depressao.

Modelo  Diagnosticados Controle Média
ChatGPT 0,70 0,60 0,65
BERT 0,48 0,84 0,66

entre as duas abordagens. Entretanto, observando-se o comportamento individual de cada
modelo nas classes Diagnosticados e Controle, esta diferenca se reflete de forma mais
evidente. O modelo baseado em ChatGPT possui capacidade relativamente elevada de
classificar corretamente as timelines de individuos Diagnosticados, mas apresenta menor
sucesso ao tratar o grupo Controle. No caso do modelo baseado em BERT, o efeito € o
contrério, ou seja, uma menor acuracia na classe Diagnosticados ¢ compensada por uma
melhoria na classe Controle.

Uma possivel explicacdo para estes resultados seria a de que o modelo baseado
em ChatGPT € realmente superior ao modelo baseado em BERT quando aplicado a tarefa
de identificar indicadores linguisticos de depressao mas, como a tarefa modelada pelo
corpus € a de distin¢do entre Diagnosticados e um grupo de Controle aleatério (e que nao
representa uma classe negativa do tipo ‘ndo diagnosticados’, mas apenas uma populacao
média), o conjunto Controle também apresenta alguns indicadores deste tipo (ainda que
certamente em menor proporcdo do que no conjunto Diagnosticados). Assim, embora
o modelo ChatGPT tenha ampla vantagem em relagao ao modelo BERT na identificacao
destes indicadores, a separacdo entre estes casos e os exemplos aleatérios carece da no¢ao
de ‘populagdo média’ que, crucialmente, estd presente no conjunto de treino empregado
pelo modelo BERT, e que possivelmente explica a superioridade do modelo BERT na
classe Controle. Em outras palavras, a habilidade de deteccao do sistema ChatGPT ¢ sig-
nificativa, mas o conceito de ‘populacdo média’ ainda € algo que ndo foi adequadamente
modelado pela presente engenharia de prompts dado que o modelo ChatGPT zero-shot
nao conta com exemplos do que seria essa populacdo.

6. Conclusoes

Este artigo apresentou um primeiro estudo sobre o possivel uso da ferramenta ChatGPT
em uma tarefa de PLN de natureza notadamente sensivel e complexa - a predi¢do de
transtorno depressivo em redes sociais - € sua compara¢ao com um método tradicional
baseado em BERT. Nossos resultados indicam que, embora ambos modelos tenham ob-
tido acurdcia média semelhante, o modelo baseado em ChatGPT pode ser considerado
superior no sentido de ndo fazer uso de dados rotulados manualmente, enquanto o mo-
delo BERT supervisionado exige cOrpus de treinamento anotado.

Voltando a questao do titulo deste artigo - BERT supervisionado ou ChatGPT
zero-shot - propomos uma resposta indireta. Apesar dos resultados médios similares,
o método zero-shot é melhor na classe positiva (i.e., na deteccdo de usudrios diagnos-
ticados), enquanto o método supervisionado € melhor na classe negativa (ou grupo de
Controle). Como essa diferenca decorre da forma como a presente tarefa computacional
¢ definida (ou seja, como uma tarefa de distin¢ao entre individuos diagnosticados e in-
dividuos aleatérios que representam uma populacdo média), ndo € possivel verificar essa
questio com base no cérpus empregado no presente estudo. E possivel entretanto que a
vantagem do modelo ChatGPT seja ainda mais expressiva em um cendrio de classificacdao
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dito tradicional, como o da distin¢do entre individuos depressivos e ndo depressivos. Um
estudo desta natureza é deixado como sugestao de trabalho futuro.

Mesmo considerando-se as peculiaridades da presente definicao do problema, ob-
servamos também que a fragilidade do modelo baseado em ChatGPT parece ndo estar
tanto no modelo de lingua em si, mas sim na forma como o rétulo de classe é decidido.
No presente estudo, optou-se por utilizar a média simples dos escores do sistema com uso
de um valor de threshold previamente computado para decidir se a resposta do modelo
seria Diagnosticado ou Controle, mas é possivel que um método mais sofisticado possa
aproximar esses resultados dos obtidos pelo modelo BERT supervisionado.

Finalmente, cabe observar que o uso de métodos baseados em ChatGPT e afins
pode ser menos adequado a tarefas de caracterizagdo autoral como no presente caso, €
mais adequado a tarefas de interpretacdo de lingua natural para extragao de significado
textual, como andlise de sentimentos ou detec¢ao de posicionamentos [Pavan et al. 2020,
Pavan and Paraboni 2022] aos moldes apresentados em [Zhang et al. 2023]. Uma inicia-
tiva de investigacao desta natureza também € deixada como sugestdo de trabalho futuro.
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