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Abstract. Twitter is an attractive source of information for several Natural
Language Processing (NLP) applications, especially sentiment analysis and
opinion mining. In this paper, we present a systematic description of
orthographic and lexical phenomena in a corpus of tweets from the stock
market domain in Portuguese. As a result, we propose a typology of the
phenomena that could support the definition of annotation guidelines for their
treatment within the Universal Dependencies framework of syntactic analysis
and the development of NLP applications that realize term disambiguation or
probabilistic ordering of options, as is the case with suggestions presented to
users by spelling checkers.

Resumo. Twitter é uma fonte atrativa de informagdo para varias aplicagoes
do Processamento Automdtico das Linguas Naturais (PLN), especialmente
andlise de sentimento e mineragdo de opinido. Neste artigo, apresenta-se uma
descri¢do de fenomenos ortograficos e lexicais em um corpus de tweets do
mercado financeiro em portugués. Como resultado, propoe-se uma tipologia
dos fenomenos que pode auxiliar na defini¢do de diretrizes de anota¢do
segundo o modelo gramatical Universal Dependencies e no desenvolvimento
de aplicagoes de PLN que fagam a desambiguacgdo de termos ou a ordenagdo
probabilistica de opg¢oes, como ocorre com a escolha das sugestoes
ortogrdficas apresentadas ao usudrio em um corretor ortografico.

1. Introducao

O Twitter ¢ uma fonte de informacdes valiosas para diferentes segmentos da sociedade
devido principalmente a influéncia dessas informagdes. Por conseguinte, aplicagdes
linguistico-computacionais (p.ex.: analise de sentimento e mineragdo de opinido) que
processam o conteudo gerado pelos usudrios (CGU) do Twitter t€ém sido muito
desenvolvidas no Processamento Automatico das Linguas Naturais (PLN) [Sanguinetti
et al. 2022]. E esse desenvolvimento ¢ desafiador devido a linguagem nao-padronizada
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dos tweets, que pode ter sentengas agramaticais, sequéncias de sintagmaticas curtas,
palavras com ortografia nao convencional e expressoes especificas de dominio. Para o
desenvolvimento das aplicagdes, ja ha etiquetadores morfossintaticos (taggers) e
analisadores sintaticos (parsers). Tal ferramental, alids, tem sido construido com base
nos treebanks ou corpora anotados (comumente com informagdes morfossintaticas e
sintaticas) [Sanguinetti et al. 2022]. Os tweebanks mais recentes possuem anotagao
segundo o modelo gramatical Universal Dependencies (UD) [Nivre et al. 2016].

Motivados pela necessidade de criacdo de diretrizes para a anotacao-UD de
tweebanks, autores como Sanguinetti et al. (2022) focaram em descrever as
idiossincrasias linguisticas mais gerais dos CGUs, propondo uma tipologia. Isso porque,
mesmo o CGU sendo um continuo de subdominios textuais que variam de acordo com
(1) convencgdes e limitagcdes especificas impostas pela plataforma utilizada (como blog,
forum de discussdo, chat online, microblog, etc.), (ii) grau de “canonicidade” em relagdo
a uma linguagem mais padronizada e (iii) dispositivos linguisticos adotados para
transmitir uma mensagem, ha fendmenos comuns a esse espectro. Embora haja
fendmenos comuns aos diferentes tipos de CGUs, a linguagem pode ser fortemente
marcada pelo dominio (ou assunto) do corpus.

Assim, apresenta-se aqui a descri¢do das caracteristicas ortograficas/graficas e
lexicais do corpus DANTEStocks!, que engloba 4.048 tweets em portugués sobre o
mercado financeiro. Acredita-se que a tipologia resultante da sistematizagdo dos
fendmenos pode auxiliar no processo de normalizacao dos fweets, desenvolvimento de
aplicagdes multigénero ou de uso geral que ndo requerem normaliza¢do e na defini¢do
de diretrizes de anotacdo segundo o modelo gramatical UD.

2. Trabalhos relacionados

Estudos sobre variantes ortograficas da lingua padrdo tém longa tradicio no PLN,
sobretudo devido as aplicagdes de correcao ortografica. Muitas das pesquisas se baseiam
nas 4 categorias de desvios de Damerau (1964) (inser¢des, exclusdes, substituicdes e
transposi¢des de letras). Com o objetivo de verificar se essas classes se aplicavam ao
portugués, Gimenes et al (2014), por exemplo, investigaram um corpus de blogs de
viagens € comentarios e, além das 4 categorias de Damerau, identificaram 3 categorias
extras: erros no uso de diacriticos, erros no uso da cedilha e erros relacionados a espago.

Sobre os tweets e géneros similares, Bertaglia (2017), por exemplo, visando a
construcdo de ferramentas de normalizacdo para UGC, investigou um corpus em
portugués composto por tweets, postagens de um foérum de discussdo e analises de
produtos. O autor identificou 3.699 palavras distintas que ndo constavam em um
dicionario de referéncia e anotou essas palavras em funcao de 8 categorias de desvios da
lingua padrdo: (i) erro ortografico (e de digitag¢do), (ii) acronimo, (iii) abreviagao, (iv)
internetés, (v) estrangeirismo, (vi) unidade de medida, (viii) nome proprio, e (vii) sem
categoria (isto €, tokens cuja classificagdo ndo € clara ou varia conforme o contexto).
Sanguinetti et al. (2022) propuseram uma sistematizacdo das particularidades
identificadas em corpora majoritariamente compostos por tweets com base em 2
dimensdes: canonicidade e intencionalidade. Por “canonicidade”, entende-se a

! https://drive.google.com/file/d/1wr9M4czkPgkUj1--U9GT9h8ncXcbrzv4/view?usp=sharing
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propriedade de um fendmeno ocorrer na lingua padrao ou ndo. “Intencionalidade” se

refere ao fato do fenomeno ter sido produzido deliberadamente ou ndo. Na hierarquia

dos autores, “marcas de expressividade”, por exemplo, sdo um tipo de fendmeno nao-

candnico e intencional, com os subtipos: (i) reduplica¢do de pontuagao (“!”->“!!”), (ii)

alongamento grafémico (“linda”->“linnda”), (iii) emoticons (“:-)”) e (iv) emojis (“9”).
A seguir, apresenta-se o corpus DANTEStocks?, que foi alvo deste trabalho.

3. O corpus DANTEStocks

O DANTEStocks ¢ um corpus de UGC em portugu€s composto por tweets sobre o
mercado financeiro. Ele resultou do refinamento ¢ da anotacdo morfossintatica do
corpus de Silva et al. (2020), cuja compilagdo se baseou na ocorréncia de menos um
ticker® de uma das 73 a¢des do IBovespa (principal indicador de desempenho das a¢des
negociadas na B3). Atualmente, o DANTEStocks possui 4.048 tweets (~81 mil tokens),
0s quais nao foram submetidos nenhuma normalizagao e, por terem sido compilados em
2014, t€ém no maximo 140 caracteres. Quanto a estrutura, o corpus engloba tweets com
diferentes constitui¢des internas, podendo apresentar (i) uma ou mais sentencas bem
delimitadas (1) e (2), (ii) auséncia de pontuagdo (3) ou pontuacao equivocada (4), (iii)
fragmentacao (5), e (iv) colagens de manchetes de outras fontes (6) [Di-Felippo et al.
2021].

(1) Sera k petr4 ja entrou na baixa?

(2) PETR4 subiu na bolsa 13,50. Muito bem, surpreso com o resultado.

(3) #PT conseguiu fazer propaganda eleitoral antecipada O que a @user* tem a dizer

sobre iss0?

(4) Bom dia Marcos, Alguma previsao para petr4?!

(5) #GGBR4 Suportes e resisténcias http://t.co/Azw6ylEVI9

(6) Logistica, ex-LLX, anuncia prejuizo de R$ 135,8 milhdes em 2013: A Prumo
Logistica, ex-LLX (LLXL3), divu... http://t.co/LwmlKPgssk.

O DANTEStocks possui anotacdo de emogao, realizada manualmente com base nos 4
eixos de oposi¢cdo emocional da teoria de Plutchik [Plutchik e Kellerman 1986] (joy vs
sadness, anger Vs fear, trust vs disgust e surprise vs anticipation) [Silva et al. 2020]. O
tweet (1), por exemplo, recebeu os seguintes rotulos para 3 dos pares emocionais: joy,
trust e surprise. O DANTEStocks também possui anotacdo semiautomatica em nivel
morfoldgico segundo a UD, na qual se especificaram o lema, a etiqueta morfossintatica
e os tragos lexicais/gramaticais (features) das palavras. O outro nivel de anotacdo, no
qual se explicitam as relacdes sintdticas de dependéncia (deprels), ainda nao foi
anotado. Na Figura 1, ilustra-se a anotagdo-UD completa de um tweet do corpus com
base em Sanguinetti et al. (2022). Nessa figura, as etiquetas morfossintaticas (part-of-
speech ou PoS)’ estio em caixa alta, como NOUN para “acordo”. Acima, estdo os
lemas, como “voo” para “voos”. As deprels estdo indicadas por setas rotuladas que se
originam no head e se destinam ao dependente. Na figura, “acordo” ¢ dependente de

2 https://drive.google.com/file/d/1wr9M4czkPgkUj1--U9GT9h8nc X cbrzv4/view?usp=sharing

3 Em (1), por exemplo, o ticker “petr4” indica agdes preferenciais da Petrobras.

4 As mengdes aos usudrios do Twitter foram anonimizadas.

5 A versdo 2.0 da UD dispde de 17 tags de PoS e de critérios para o emprego/anota¢do de cada uma delas.

251



“assinou” e estes estdo conectados pela deprel® obj (objeto direto’). O verbo “assinou” é
o root dessa representacdo. Os tracos ndo constam na Figura 1, mas, segundo a UD,
“acordo”, por exemplo, tem os tragos-valores: Gender=Masc ¢ Number=Sing.

— discourse

i —
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(nsuby |

[ . fe=)y | -|
v | il . ! Vo v
#BR #BOVESPA #GOLL4 Go|  asinov  acordo de compartilhamento  de Voos  com TZP hitp:/'t.cowHGukBgTqp
#BR #BOVESPA #GOLL4 Gol  assinar  acordo de companilhamemo de  woo com  TAP . ppoit coiwHGukBgTgp
X X X PROPN VERB  NOUNADP NOUN ADP NOUN ADP PROPN PUNCT SYM

Figura 1. Exemplo de tweet do DANTEStocks com anotacdo-UD.

3. Procedimento metodolégico

A identificacdo das particularidades gréficas/lexicais foi feita a partir da anotacdo
semiautomatica de PoS. Em linhas gerais, o corpus foi automaticamente anotado pelo
parser UDPipe2 [Straka 2018] e, na sequéncia, submetido a revisdo manual de 3
anotadores humanos diferentes, sendo que os casos de divergéncia entre os anotadores
foram adjudicados por uma linguista sénior. Especificamente, a revisdo manual das
etiquetas foi feita em duas etapas. Na primeira, os anotadores humanos identificaram
apenas as classes gramaticais das palavras conhecidas (isto ¢, pertencentes ao
vocabulario da lingua geral) com base em manuais que contém diretrizes para a
anotacdo UD do portugués e para os fendomenos tipicos dos tweets, e assinalaram, com a
etiqueta genérica Typo=Yes, todos os tokens que possuiam algum tipo de variagdo de
forma frente a grafia padrdo ou que ndo estavam presentes em dicionarios da lingua
geral. Na segunda etapa, todos os casos de 7ypo=Yes foram analisados e anotados com
suas respectivas etiquetas PoS. Isso foi feito porque, para a maioria dos casos de
Typo=Yes, ainda ndo havia diretrizes de anotacdo-UD e estas precisaram ser
identificadas na literatura ou desenvolvidas para o corpus em questao.

Assim, a identificagdo das particularidades graficas e lexicais do DANTEStocks
foi feita com base nos 1.363 fokens anotados com Typo=Yes. Esses casos foram
organizados em uma tabela no formato .xls e cada caso analisado individualmente,
buscando-se identificar classes ou categorias de fendmenos.

4. A tipologia de fendmenos ortograficos e lexicais

N .

A natureza dos fenomenos presentes nos 1.363 fokens levou a identificacdo de 2
dimensdes: “Norma® Padrio” e “Norma Inovadora”. A Figura 2 exibe a organizagio
hierarquica das idiossincrasias do DANTEStocks nessas duas dimensoes.

® A UD 2.0 prové 37 deprels e critérios para o emprego de cada uma delas.

7 Relagdo entre o predicado verbal e o segundo argumento core do verbo (o primeiro é nsubj).

8 Por “norma”, entende-se “o conjunto de fatos linguisticos que caracterizam o modo como normalmente
falam as pessoas de certa comunidade” [Faraco 2008, pag 40].
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Diacritico
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e Cedilha
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o Capitalizacao
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e Qutro
Diacritico
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Norma Omissao

Padréo

Diacritico
Espaco
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Insergéo

Transposicao Espaco
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Inicialismo
Encurtamento
Contracao
Truncamento

Abreviacdo

Aglutinacao

Derivagéo

Influéncia estrangeira
Prolongamento grafémico

Neologismo

Variacdo dialetal
Simbolismo

Capitalizag@o (maiuscula)
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Expressividade
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Substituicdo grafémica

Hashtag
Metalinguagem ——— Mengé&o

Retweet

URL
Fendmeno de Ticker
dominio Cashtag

Figure 2. Tipologia de idiossincrasias graficas/lexicais do DANTEStocks.

A “Norma Padrdo” engloba fenomenos considerados desvios da norma-padrdo por
diversos motivos (como desconhecimento da ortografia, influéncia do meio e
dispositivo, influéncia de novas regras fonéticas, etc.). As categorias dessa dimensao
foram definidas com base no conceito de “caractere” do padrio Unicode’!'?. Nesse
padrdo, letras com diferentes capitalizagdes (“a” e “A”), diferentes acentuacdes (“0” e
“6”), diacriticos (em isolado) (“~”) e o proprio espaco sdo caracteres diferentes e, por
isso, representados por codigos Unicos. Para ilustrar, a letra minuscula “o0” tem o cédigo
U+006F e a letra maiuscula “O” ¢ codificada por U+004F. Além disso, um caractere
como “a” pode ser concebido como a composicdo de 2 code points (p. ex.: ao se digitar
“” + “a”, obtém-se o “4”), o qual, nos algoritmos de normalizacdo do Unicode, ¢

? http://www.unicode.org/standard/WhatlsUnicode.html
10 Ha code points para mais de 1 milhdo de caracteres, permitindo que as maquinas representem e
manipulem de forma consistente texto de qualquer sistema de escrita.
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convertido para um code point Gnico. Sendo assim, a adogdo do caractere permite
identificar e classificar as variagdes graficas com base em um critério genérico,
abrangente ¢ concreto, além de amplamente empregado na Computagdo. Aplicando o
conceito de caractere as categorias de Damerau, os fenomenos dessa dimensdao foram
organizados em classes, tipos ¢ subtipos. Ressalta-se que um mesmo token pode
apresentar mais de um fendmeno da Norma Padrdo. A ‘“Norma Inovadora” engloba
fendmenos que sdo empregados de modo a concorrer com outras palavras da linguagem-
padrdo para expressar um mesmo conceito ou de modo a expressar um conceito novo.
De certa forma, essa norma se relaciona as “variantes linguisticas” de uma comunidade
de fala, as quais, necessariamente, ndao estdo contempladas na norma-padrdo, pois séo
resultados da utilizacao de recursos ortograficos de forma criativa e inovadora.

1) Norma Padrao

o Substitui¢do. ocorre quando ao menos um caractere (diacritico ou nao) de um foken ¢
substituido por outro, ocasionando um erro da ortografia padrdo. A substituicdo de
diacritico pode ser de 2 tipos: (i) cedilha, como “acougue” (“agougue”), pois, embora
haja um code point unico para o diacritico do cedilha, este ¢ indissociavel da letra
“c”, e (ii) diacritico por outro, como “mae” (“mae”). Os demais casos de substitui¢do
envolvem (i) capitalizacdo (maiuscula e minuscula), como “dilma” (“Dilma”), (ii)
substitui¢ao de hifen por espago (e vice-versa), como “cruz credo” ao invés de “cruz-
credo”, ou (iii) outro caractere, como ocorre em “hirario” ao invés de “horério”.

e Omissdo. ocorre quando um caractere deixa de ser expresso. Uma omissdo pode ser
relativa a (i) diacritico, pois o usudrio deveria ter digitado duas ou mais teclas para
compor o caractere, mas nao o fez, como “esta” (“estd”), ou (ii) demais caracteres,
como a auséncia do s plural no final de “agde” (“agdes”).

e [nsercdo: ocorre quando um caractere ¢ inserido da palavra. Uma insercao pode ser
relativa a (i) diacritico, como “Petrobras”, quando o correto seria “Petrobras”, (ii)
espaco, como “a final” ao invés de “afinal”, e (ii1) outro caractere, como “Streaddle”,
quando o correto ¢ “Straddle”.

e Transposi¢do.: ocorre quando um caracter ¢ trocado de ordem com outro. Uma
transposi¢cdo pode ser de (i) espaco, como “meua migo”, quando o correto € “meu
amigo”, ou de (i1) demais caracteres, como “acrodo” ao invés de “acordo”.

2) Norma Inovadora

o Abreviagcdo: fendbmeno que gera um token mais curto do que a palavra ou expresdo
que lhe deu origem, podendo ser: (i) acronimo, isto &, token composto pelas letras
iniciais ou silabas de uma multi-palavra e que tem prontncia de palavra Uinica, como
“Cemig” (“Companhia Energética de Minas Gerais)”; (ii) inicialismo, que se observa
em um foken composto pelas letras iniciais de uma multi-palavra e que ¢ prounciado
letra por letra, como“lp” (“longo prazo”); (iii) encurtamento, isto é, auséncia das
letras finais de foken, como “q” (“‘que”), (iv) contracdo, observado em um token com
letras intermediarias ausentes, como “enqt” (“enquanto”), e (v) truncamento, isto &,
token quebrado que, no caso do DANTEStocks, ocorre no final do tweet, comumente
seguido por reticéncias, € que se deve ao limite de caracteres, como “divu”
(“divulgou’) no exemplo (6).
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e Neologismo: resulta em uma palavra nova ainda nao institucionalizada (isto ¢, nao
abonada e incluida em dicionario), podendo ser de 3 tipos: (i) aglutinagdo, que se
observa em um foken resultante da jun¢ao de 2 palavras, como “Ibolixo” (“Ibovespa”
+ “lixo”); (i1) derivagdo, que resulta da adicdo de um afixo a uma radical ja existente,
como “diretassa” (“direta” + ‘“-assa (-aca)”) e (iii) influéncia estrangeira, que se
observa em uma palavra formada com base em outra lingua, como “estopar”, que
provém do verbo em inglés “stop” (“parar’) e significa “interromper venda ou
compra de um ativo diante de dado prego”.

e FExpressividade: fendmeno que majoritariamente simula sentimento expresso pela
prosodia, expressao facial ou gesto na interagdo direta, podendo ser: (i)
prolongamento grafémico, como “noossaaa” (“nossa”), (ii) variagdao dialetal, como
“malmita” (“marmita”), (iii) simbolismo, isto €, ocorréncia de um caractere
simbdlico (seja emoticon, emoji, smiley ou outro) em substituicdo a uma palavra ou
parte dela, (iv) capitalizacdo, como “FEIO” no tweet (7) “#btow3: eita papel FEIO.
#goll4 de olho na média moével”, e (v) disfarce, que € a substituicdo de uma ou mais
letras por um caractere especial para indicar autocensura, como “m*” (“merda”).

e Reescrita homofona: refere-se a uma variacao grafica motivada pela fonética ou pela
simplificagdo de diacriticos, podendo ser: (i) fonetiza¢do, que € a representagdo da
fala na escrita, como “krai” (“caralho”), e (ii) substituicdo grafémica, que € o uso de
uma letra a mais em substituicdo a um diacritico, como “neh” (“né”) e “tou” (“t6”).

o Metalinguagem: corresponde a todo foken que tipicamente ocorre no Twitter e que,
por isso, ndo esta previsto em dicionarios, como (i) hashtag (pe.x.: #PT em (3)), (ii)
menc¢do, como se observa em (3), (iif) marca de retweet (RT), como no tweet (8)
“Regido 24,60 a 24,65 RT @Live Trade: Fibr3 observo p/ compra”, e (iv) URL, que
se observa nos tweets (5) e (6).

e Fenomeno de dominio: todo token que ocorre recorrentemente em tweets do mercado
financeiro, como os tickers (p.ex.: em (1), (2) e (6)) e cashtags como no tweet (9)
SPETRS - Petrobras (petr) - Comunicado http://t.co/mHuClyQmpFi.

5. Consideracoes finais

Atualmente, tem-se definido o conjunto de diretrizes e tags para a anotagdo dos
fendomenos da Figura 2. Tendo em vista a ado¢do do modelo UD, as fags estdo sendo
propostas em inglés.

Para os fen6menos da dimensdo denominada Norma Padréo, objetiva-se adotar a
tag Typo=Yes na coluna FEATS (destinada a atributos morfologicos) do formato
CoNLL-U!"' como indicado pela prépria UD e, na coluna MISC (reservada para demais
informacdes e cujas fags podem ser definidas para um treebank especifico), poder-se-a
empregar uma tag adicional, como [SNorm:sStandard norm], com os seguintes valores
possiveis: [Sub=substitution, om=0mission, In=insertion, Tr=transposition, ot=other].
A coluna MISC pode conter ainda outra tag para esses fenébmenos, como [Type : type], a
qual especificaria 0 desvio. Essa etiqueta poderia ter os valores [ced=cedilla,
Dia=diacritic, cap=capitalization, Hi f=hifen, spc=space, ot=other].

Quanto a classe das abreviagdes (Norma Inovadora), objetiva-se seguir a diretriz
geral da UD que prevé o emprego da fag Abbr=Yes na coluna FEATS. Ademais,

! https://universaldependencies.org/format.html.
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pretende-se empregar, na coluna MISC, uma tag adicional como [INorm: innovative
norm], cujos valores possiveis correspondem aos 5 tipos de abreviagdes, que sdo:
[Acr=acronym, Init=initialism, Short=shortening, Cont=contraction,
Trunc=truncation]. Para os demais fendmenos da Norma Inovadora, pretende-se anota-
los por meio da tag INorm na coluna MISC, cujos valores possiveis representam os 16
tipos de fendmenos, a saber: [Aggl=agglutination, Der=derivation, Fgn=foreign,
Ext=graphemic stretching, Dial: dialectal variation, sym: symbolism, Upp: uppercase,
Dis: disguise, Fon: fonetization, subst: graphemic substitution, Hasht: hashtag, Me:
mention, Ret: retweet, URL: URL, Tic: ticker, casht: cashtag].

Uma vez que o conjunto de etiquetas estiver de fato definido, o DANTEStocks
sera inteiramente anotado, revisando os casos iniciais que deram origem a tipologia, €
identificando outros que porventura nido estavam na lista inicial. Na sequéncia,
pretende-se fazer um levantamento estatistico dos fendmenos/tags, gerando uma
caracterizacdo do dominio/corpus. Validar a taxonomia em outro corpus de tweets €
uma possibilidade de trabalho futuro. Por fim, ressalta-se que a descri¢do dos
fenomenos ora apresentada nao sé pode contribuir para a defini¢do de diretrizes de
anotacdo-UD, mas também para que aplicagdes de PLN possam levar em conta a
distribui¢do desses fenomenos, seja de forma geral ou em algum género ou dominio
especifico, de modo a permitir, por exemplo, a desambiguacdo de termos, ou a
ordenagdo probabilistica de opgdes, como ocorre com a escolha das sugestdes
ortograficas apresentadas ao usuario em um corretor ortografico (p.ex.: [Gimenes et al.
2015)).
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