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Resumo. Indução gramatical é uma tarefa que busca aprender automatica-
mente estruturas sintáticas a partir de texto. Poucos trabalhos de indução gra-
matical foram produzidos direcionados para a lı́ngua portuguesa. Neste artigo,
reproduzidos o trabalho de [Futrell et al. 2019] para a lı́ngua portuguesa e
o estendemos ao incluir análise de informação mútua para relações sintáticas
especı́ficas. Utilizamos dois treebanks anotados e realizamos experimentos uti-
lizando embeddings de dimensões variadas, demonstrando a hipótese de alta
informação mútua para palavras em relações de dependência.

1. Introdução
Na Linguı́stica, sintaxe é definida como o estudo da organização das palavras (em termos
de ordenação e estruturação) na formação de sentenças. Esse entendimento é comparti-
lhado por diferentes visões sobre como a sintaxe deve ser formalizada [Chomsky 2014]
[Bresnan et al. 2015] . Quase toda aplicação de Processamento de Lı́nguas Naturais
(PLN) necessita de algum conhecimento sintático para obter bons resultados, direta ou
indiretamente codificados. Revisores gramaticais, sistemas de simplificação de textos
e sistemas de extração de informação são algumas das aplicações que se beneficiam da
representação explı́cita da sintaxe. As aplicações baseadas em grandes modelos de lı́ngua,
por sua vez, acabam adquirindo noções de sintaxe em seu treinamento, mesmo que ela não
seja completamente explicitada..

Dada a relevância da sintaxe, a Indução Gramatical (IG), também chamada de
parsing não supervisionado [Klein e Manning 2004], é uma tarefa de interesse na comu-
nidade de PLN. Apesar de ela ter a finalidade de induzir (“aprender”) automaticamente
a gramática a partir de dados textuais sem anotações sintáticas [Klein e Manning 2004],
vários autores realizam IG como tarefa semi-supervisionada (IGSS) ou supervisionada
(IGS) [Headden III et al. 2009] [Spitkovsky et al. 2013]. Sendo assim, utilizaremos o
termo (IGNS) para nos referirmos à tarefa de IG não supervisionada. É interessante notar
que, independentemente de aplicações computacionais de PLN, a IGNS pode auxiliar em
várias frentes. Na Linguı́stica, pode ser útil para aprender a gramática de lı́nguas mortas
ou com escassez de recursos (como as indı́genas) [Dahl et al. 2023]. Em Psicolinguı́stica,
pode ser utilizada para propor modelos de aquisição da linguagem [Bannard et al. 2009].
Em Bioinformática, IGNS é utilizada para inferir estruturas de DNA desconhecidas ou
difı́ceis de serem encontradas em grandes bases de dados [Unold et al. 2020].

A sintaxe (e, por consequência, a IGNS) se vale de duas visões diferentes de
representação: a gramática de constituinte e a gramática de dependência. A primeira
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estuda como as sentenças são formadas por blocos básicos (sintagmas). No modelo de
representação de gramática de dependência, foco desse artigo, estabelecem-se relações
de dependências diretamente entre as palavras. A Figura 1 apresenta relações de sujeito
(nsubj) (entre o verbo “chutou” e a palavra “menino”) e objeto (obj) (entre o verbo e a
palavra “bola”), por exemplo.

Figura 1. Exemplo de análise de dependência

Devido aos avanços da IGNS nos anos 2000, presumia-se que a IGNS se apro-
ximaria da IGS em desempenho em breve, mas isso ainda não ocorreu [Bod 2007] [Lin
et al. 2022]. A maioria dos trabalhos desenvolvidos nas últimas décadas utiliza algum
tipo de anotação. Induzir gramática sem nenhuma informação prévia é uma tarefa bas-
tante difı́cil. Outro desafio é a indução de gramática em sentenças independentemente do
tamanho. A maioria dos trabalhos publicados utiliza sentenças de até 10 palavras. Por
fim, as diferenças sintáticas entre as lı́nguas apresentam mais um desafio que dificulta a
padronização de técnicas para diferentes lı́nguas. Por exemplo, as lı́nguas chinesa, persa
e tupi apresentam caracterı́sticas linguı́sticas diferentes por fazerem parte de famı́lias de
lı́nguas diferentes [Theodor e Siebert-Cole 2020], o que pode dificultar a criação de um
modelo unificado. No melhor de nosso conhecimento, não encontramos trabalhos pu-
blicados de IGNS especı́fico para a lı́ngua portuguesa. O trabalho mais similar encon-
trado foi produzido por [da Costa e Kepler 2014], que implementa uma abordagem semi-
supervisionada baseado no trabalho de [Klein e Manning 2004].

Nesse contexto, nosso objetivo neste artigo é explorar a tarefa de IGNS para o
português. Em especı́fico, focamos na reprodução de um experimento recente de uso da
conhecida medida de Informação Mútua (IM) para tentar predizer palavras que possam
estar relacionadas sintaticamente. A IM é uma medida de dependência, assim, quanto
maior a informação mútua entre duas palavras, maior a chance de elas estarem relacio-
nadas. Baseamo-nos no trabalho de [Futrell et al. 2019], que, usando IM aplicada a um
corpus de milhões de palavras em inglês, mostrou que há uma maior IM entre palavras
que mantêm relação de dependência do que entre palavras que não mantêm. Além de
avaliar tal técnica para o português, vamos além e verificamos seu comportamento para
relações especı́ficas. Realizamos nossos experimentos com dados de treebanks alinhados
ao modelo Universal Dependencies (UD) [de Marneffe et al. 2021], amplamente adotado.

Na Seção 2, apresentamos brevemente os principais trabalhos relacionados. Em
seguida, na Seção 3, descrevemos a abordagem aplicada no nosso estudo. Na Seção 4,
apresentamos os resultados do estudo. Fazemos algumas considerações finais na Seção 5.
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2. Trabalhos relacionados
Ao longo das últimas décadas, várias abordagens foram utilizadas em IGNS. A maioria
dos trabalhos utilizam a abordagem gerativa, principalmente no uso do algoritmo Expec-
tation–maximization – EM [Baker 1979], que é utilizado para estimar a probabilidade de
variáveis não observáveis (árvores sintáticas em IGNS). Nos últimos anos, a modelagem
neural vem ganhando bastante espaço.

Ao longo das duas últimas décadas, o modelo DMV (Dependency Model with Va-
lence) [Klein e Manning 2004] exerceu grande influência para gramática de dependência.
A ideia por trás do modelo DMV está no controle de geração da árvore sintática, que, para
cada ramo a ser gerado (relação de dependência), utiliza-se de distribuições de probabi-
lidade para tomar decisões de quando gerar (PSTOP (¬STOP |h, dir, adj)) e qual ramo
gerar (PCHOOSE(a|h, dir)). As variáveis h, dir, a e dij são respectivamente a cabeça da
relação, a direção em que o argumento será gerado (direita ou esquerda), o argumento
a ser gerado e se o argumento já foi gerado na árvore na direção dir. O DMV é um dos
vários modelos que utilizam o EM. Este foi o primeiro trabalho a ultrapassar o baseline de
ramificação direita (right-branching) [Headden III et al. 2009], sendo bastante utilizado,
mesmo com quase duas décadas de existência [Yang et al. 2020].

Muitos trabalhos foram influenciados por [Klein e Manning 2004]. Um dos mais
relevantes, [Headden III et al. 2009] estendeu o modelo DMV para aplicar uma aborda-
gem Bayesiana, em vez de EM, utilizando uma gramática lexicalizada (cada nó da árvore
sintática contém também informação sobre o léxico a que se refere). [Cohen e Smith
2009] optou por substituir a distribuição Dirichlet pela Logı́stica, pois, apesar de a pri-
meira ser mais fácil de treinar, ela não permite um meio explı́cito de forma flexı́vel para
calcular a covariância entre dois eventos, conforme descreve [Blei e Lafferty 2005]. O tra-
balho alcançou 42% de Direct Dependency Accuracy – DDA (quando considera a direção
de geração da árvore sintática) no corpus WSJ∞, para sentenças de qualquer tamanho.

O trabalho de [Spitkovsky et al. 2010] obteve bons resultados a partir da aplicação
de curriculum learning [Bengio et al. 2009], que inicia o treinamento com dados menos
complexos e aumenta a complexidade dos dados até que toda a base de dados tenha sido
utilizada. A mudança de complexidade contribui para que se reduzam as chances de
cair em máximos locais (um dos problemas no uso de EM usado para problemas não
convexos). Este trabalho obteve 45% de DDA no WSJ∞. Mais recentemente, [Han et
al. 2019b] propôs o Lexicalized Neural Dependency Model with Valence (L-NDMV), um
modelo lexicalizado que utiliza DMV com redes neurais. Esse trabalho constatou que, ao
explorar caracterı́sticas lexicais, a tarefa de IGNS ganha em desempenho. O L-NDMV foi
o primeiro trabalho a ultrapassar a marca dos 60% de DDA no WSJ∞, enquanto que os
trabalhos supervisionados ultrapassam a marca dos 95% em Unlabeled Attachment Score
– UAS (quando não considera a direção de geração da árvore) [Lin et al. 2022].

[Yang et al. 2020] atingiu o estado da arte ao construir o modelo probabilı́stico
com mais de um nı́vel de distância de hierarquia (além de filhos, pais e irmãos também
considera avôs, netos e tios, por exemplo) entre os nós da árvore. Outros trabalhos atin-
giram o estado da arte ao estender o modelo DMV com redes neurais [Han et al. 2019a]
[Han et al. 2017] [Jiang et al. 2016]. Todos estes trabalhos utilizam algum tipo de
informação léxica e redes neurais para contribuir com o desempenho. [Shen et al. 2021]
usa o conceito de distância e altura sintática para segmentar a sentença em partes menores.
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[Drozdov et al. 2019] aplica o algoritmo Inside-Outside – IO, que pode ser visto como
uma instância do EM, em redes neurais.

Todos os trabalhos citados utilizam algum tipo de anotação no treinamento. Re-
centemente, [Pate e Johnson 2016] treinou o modelo DMV com milhões de palavras para
induzir dependência sem uso de anotação. Uma vez que o modelo não utiliza categorias
morfossintáticas, é utilizada inferência Bayesiana aplicada a gramáticas livres de contexto
probabilı́sticas. Apesar de já existirem estudos anteriores que utilizavam apenas palavras
como entrada para o modelo [Seginer 2007], estes eram apenas para constituintes.

O uso de IM, em especı́fico, é algo que vem sendo relativamente pouco explorado,
apesar de seu claro apelo para a tarefa. [Magerman e Marcus 1990] foi o primeiro trabalho
a aplicar IM em IGS, mas foi recentemente que IM começou a ser aplicado em tarefas de
IGNS. Em um trabalho recente, [Futrell et al. 2019] constatou que pares de palavras que
têm relação sintática apresentam uma maior IM quando comparados a pares de palavras
sem relação. Esta hipótese também foi aplicada em indução gramatical por [Hoover et al.
2021], que utilizou o modelo de lı́ngua pré-treinado para calcular informação mútua entre
palavras considerando o contexto.

A seguir, detalhamos o método de [Futrell et al. 2019] e como o reproduzimos.

3. Método de indução gramatical
O trabalho de [Futrell et al. 2019] utilizou um corpus com 320 milhões de tokens ano-
tados automaticamente. Os autores analisam três variáveis: palavras (words), categorias
morfossintáticas (pos) e grupos lexicais (lex). A última variável é resultante de agrupa-
mento. O trabalho propôs um agrupamento com os 60K tokens mais frequentes, incluindo
stopwords e pontuação, a fim de ter uma dimensionalidade menor. Utilizando os vetores
de 300 dimensões do modelo Glove para cada uma das 60K palavras, o trabalho agrupa
os tokens em 300 grupos. Por exemplo, os tokens “carro”, “carros”, “automóvel” e “au-
tomóveis” fazem parte do mesmo grupo lexical. Para representar a variável lex, cada token
no corpus é substituı́do pelo número do seu respectivo grupo.

A IM é calculada entre pares de palavras, categorias morfossintáticas e grupos
lexicais. Para pares de palavras, por exemplo, na sentença “O menino chutou a bola”,
alguns dos pares possı́veis são <o,chutou> e <chutou,bola>. O primeiro par não tem
relação de dependência (indicada no experimento como nondep). O segundo par tem
relação, conforme apresentado na Figura 1 (indicada como dep). [Futrell et al. 2019]
quis também saber o desempenho de pares aleatórios. Ele descreveu estes pares como
permuted. O mesmo é estabelecido para categorias morfossintáticas e grupos lexicais.
Ao todo, para cada variável, 3 experimentos são realizados. O cálculo da IM ocorre entre
o termo cabeça da relação h e o dependente d, cuja fórmula é apresentada abaixo. A
fórmula calcula a probabilidade de haver uma relação entre duas variáveis, que podem ser
palavras, categorias morfossintáticas, grupos lexicais e relações sintáticas (usadas neste
trabalho).

IM = log
P (h, d)

P (h)P (d)

Para avaliar seu modelo, [Futrell et al. 2019] utiliza dois baselines: pares permuta-
dos (words perm, lex perm, pos perm) e pares sem relação de dependência (words nondep,
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lex nondep, pos nondep). [Futrell et al. 2019] utilizou estes dois baselines porque o pri-
meiro considera uma relação aleatória na sentença, podendo ser de dependência (como
em <o,menino>) ou não (<o,a>). Assim, o baseline permutado deve apresentar melhor
desempenho do que o baseline sem dependência se existir maior informação mútua entre
relações de dependência do que não dependência. Estes baselines são comparados com
os resultados das 3 variáveis para relação de dependência (words dep, lex dep, pos dep).

Diferentemente de [Futrell et al. 2019], utilizamos dois corpora anotados por
humanos, disponı́veis na página do projeto UD: Bosque [Afonso et al. 2002] e Petrogold
[de Souza et al. 2021]. Para o Bosque, as sentenças anotadas com Português do Brasil
correspondem a 90K tokens e 4.205 sentenças originárias do CETENFolha [Linguateca
2023], construı́do com textos jornalı́sticos. O corpus PetroGold é formado por 19 teses e
dissertações na área de óleo e gás, constituı́do por 232k tokens e 9k sentenças. O corpus
Bosque contém 4,16% das sentenças com até 3 tokens e 8,3% das sentenças com mais
de 40 tokens. O PetroGold contém 4,5% das sentenças com até 3 palavras e 24,7% com
sentenças acima de 40 tokens. Além da distribuição diferente de tamanho de sentença,
constatamos que os corpora apresentam também diferenças na distribuição de categorias
morfossintáticas e funções sintáticas, apesar de essas diferenças serem pequenas.

Adotamos o método de [Futrell et al. 2019], mas utilizamos apenas anotações que
foram produzidas por humanos, sem análise automática. Além disso, não selecionamos os
tokens mais frequentes, uma vez que o tamanho do vocabulário dos corpora compilados é
menor que o tamanho proposto por [Futrell et al. 2019]. Em vez disso, apenas utilizamos
todo o vocabulário dos corpora que é representado no modelo Glove treinado para a lı́ngua
portuguesa [Hartmann et al. 2017], totalizando um vocabulário de 21.428 palavras.

Neste trabalho, utilizamos embeddings de 50, 300 e 600 dimensões com base na
análise realizada por [Hartmann et al. 2017] para gerar os grupos lexicais. Para definir os
300 grupos, [Futrell et al. 2019] utiliza uma matriz de similaridade. No entanto, [Futrell
et al. 2019] não informa como essa matriz de similaridade foi construı́da. Deduzimos
que a matriz foi construı́da usando similaridade de cosseno entre as embeddings de cada
token. Devido às limitações computacionais, foram utilizadas apenas duas casas decimais
para representar os valores na matriz de similaridade.

Além dos dois corpora isoladamente, também usamos a combinação deles. Para
cada corpus, foram realizadas 3 execuções, uma para cada uma das 3 dimensões, contabi-
lizando um total de 9 execuções. O código utilizado para a realização dos experimentos
foi o mesmo disponibilizado por [Futrell et al. 2019].

4. Resultados

Na Figura 2, são apresentados os gráficos com os resultados para IM utilizando todos os
corpora. Resolvemos utilizar os nomes originais das variáveis utilizados no trabalho do
[Futrell et al. 2019] para facilitar a reprodução do estudo. Incluı́mos a variável fs, que
representa as relações de dependência. Para o agrupamento, variável lex, foram utilizadas
embeddings de 300 dimensões.

Na Figura 2(a), observa-se que, conforme o número de pares aumenta, decresce
a informação mútua em todos os grupos, sem tendência de convergência para um valor
especı́fico. Este mesmo comportamento é observado no trabalho de [Futrell et al. 2019]
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(a) IM de palavras e grupos léxico
(b) IM de grupos e categorias morfos-

sintáticas (pos)

Figura 2. IM por número de pares usando 300 dimensões com todos os corpora

para a lı́ngua inglesa, mesmo utilizando um corpus dezenas de vezes maior que o nosso.
Isso sugere que a IM entre pares que contenham relações de dependência pode seguir o
mesmo padrão para diferentes lı́nguas. Na Figura 2(b), para as variáveis pos, observa-se
uma estabilidade, também apresentando comportamento similar ao trabalho de [Futrell et
al. 2019]. Observa-se também uma IM maior para relações sintáticas do que para catego-
rias morfossintáticas, mesmo com maior esparsidade no grupo de relações sintáticas.

(a) IM de relações sintáticas AE e DNE (b) IM de relações sintáticas DN e Coord

Figura 3. IM por porcentagem dos pares utilizados com todos os corpora

Na Figura 3, são apresentados os resultados para IM de relações sintáticas sepa-
radas pelos grupos definidos pela UD: Argumentos Essenciais (AE) (Core arguments,
que incluem, por exemplo, as relações sintáticas mais importantes da sentença, como su-
jeito e objetos), Dependentes Não Essenciais (DNE) (Non-core dependents, que incluem,
por exemplo, relações de vocativo, modificadores adverbiais e verbos auxiliares), Depen-
dentes Nominais (DN) (Nominal dependents, que incluem, por exemplo, modificadores
de substantivos e de adjetivos) e coordenações (Coord) (Coordination, que incluem, por
exemplo, fenômenos variados, como a coordenação por conjunções, expressões multipa-
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lavra e relações especiais). Na Figura 3, podemos observar que, dos quatro grupos, AE
apresenta a maior IM, assim como também é o único que não apresenta uma tendência de
queda conforme o número de pares aumenta.

Durante os experimentos, observamos que o número de dimensões influencia na
IM. Nos experimentos usando agrupamento, percebemos que, quanto maior o número de
dimensões, menor será a IM, apesar de constatarmos um pequeno aumento de pouco mais
de 5% da IM utilizando embeddings de 600 dimensões em comparação com embeddings
de 300 dimensões. Não temos certeza do que pode ter causado esta variação, mas, uma
vez que ocorreu uma redução de 50% de IM entre os grupos que utilizaram embeddings de
50 e 300, acreditamos que o resultado pode ser devido à alguma caracterı́stica intrı́nseca
aos embeddings utilizados. Não conseguimos identificar uma relação entre o tamanho da
sentença e a IM. Um resumo dos resultados para cada corpus é apresentado na Tabela 1.
Os dados sugerem que, quanto menor o número de pares, maior a informação mútua.

Tabela 1. Resumo das execuções para todos os corpora

Corpora µ(σ) pa-
lavras /
sentença

Número
de pares

IM dep
words

IM
nondep
words

IM dep
lex

IM non-
dep lex

Bosque 21,5
(13,51)

70.938 4,638 4,016 0,352 0,301

PetroGold 30,0 (19,5) 221.987 3,275 2,893 0,213 0,187

Finalmente, realizamos experimentos usando as relações sintáticas (Tabela 2). De-
vido à diferença no número de pares entre as relações, realizamos os experimentos consi-
derando 4 das relações mais relevantes: nsubj, obj, iobj e xcomp.

Tabela 2. Experimento utilizando informações sintáticas

Relações Número
de pares

IM dep
words

IM permuted IM dep
fs

σ fs

nsubj 55.412 7,488 0,014 0,478 0,0057
obj 34.692 7,295 0,020 0,631 0.0061
iobj 677 5,026 0,520 1,232 0,0159
xcomp 8.357 5,897 0,088 0,940 0,0122

Os resultados apresentados na Tabela 2 demonstram que há uma diferença muito
grande de IM entre relações de dependência e IM com relações permutadas. A relação iobj
apresenta o melhor desempenho entre as demais relações quando se observa a direção da
relação (IM de 1,232), provavelmente devido ao número pequeno de exemplos analisados,
uma vez que a IM permutada é bastante alta e o desvio padrão também. No caso da
relação nsubj, a terceira coluna representa a IM das palavras que fazem parte dessa relação
de dependência (sem considerar a direção da relação). Percebe-se uma alta IM nesta
categoria, provavelmente devido às caracterı́sticas sintáticas do nsubj. Como ilustração de
pares com alta IM, as maiores IM encontradas para obj foram para os pares computadores
– comprei (com valor 0,03197), anos – há (0,01870) e -se – trata (0,01336).
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5. Considerações finais

Reproduzimos o trabalho de [Futrell et al. 2019] usando corpora da lı́ngua portuguesa.
Apesar de o tamanho dos corpora usados por [Futrell et al. 2019] e os usados neste tra-
balho serem bem diferentes, constatamos tendência de comportamento similares, com
algumas pequenas diferenças, sugerindo que existe um padrão de comportamento mesmo
em lı́nguas pertencentes à famı́lias linguı́sticas diferentes. Diferentemente do estudo pu-
blicado por [Futrell et al. 2019], que anotou milhões de palavras automaticamente, utili-
zamos apenas anotações sintáticas de referência produzidas por humanos. Essas variações
tornam inconclusivas comparações diretas entre os trabalhos. Além disso, [Futrell et al.
2019] não informa como foi construı́da a matriz de similaridades.

Trabalhos futuros incluem aplicar este experimento a outros corpora anotados,
como o Porttinari [Pardo et al. 2021], e realizar um estudo mais aprofundado sobre a
influência nos resultados dos corpora, assim como das embeddings utilizadas.
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projeto também foi apoiado pelo Ministério da Ciência, Tecnologia e Inovações, com
recursos da Lei N. 8.248, de 23 de outubro de 1991, no âmbito do PPI-Softex, coordenado
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