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Abstract. Associating songs with genres is not easy. The subjectivity and di-
versity in musical works make assigning unequivocal labels a challenging task.
However, textual features can aid in characterizing genres. This work proposes
a system for classifying song lyrics in Portuguese, exploring Deep Learning mo-
dels, such as LSTM networks and Transformers. It also includes more straight-
forward strategies like Logistic Regression classification of TF-IDF-generated
embeddings. Experiments demonstrated that the Transformer model achieved
the best performance, reaching an accuracy of 61.6% for ten music genres.

Resumo. Associar cangoes a géneros ndo é fdcil. A subjetividade e diversidade
das obras musicais tornam a atribuicdo de rotulos inequivocos uma tarefa de-
safiadora. Porém, atributos textuais podem contribuir para a caracterizacdo de
géneros. Este trabalho propoe um sistema para classificar letras de miisicas
em portugués, explorando modelos de Aprendizado Profundo, tais como Redes
LSTM e Transformers. Sdo também incluidas estratégias mais simples como a
classificacdo por Regressdo Logistica de representacoes geradas por TF-IDF.
Experimentos demonstraram que o modelo Transformer apresentou o melhor
desempenho, alcancando uma acurdcia de 61,6% para dez géneros musicais.

1. Introducao

A musica, enquanto prética artistica e cultural, tem como esséncia a diversidade e a plura-
lidade. Neste sentido, muitos fatores podem influenciar sua concep¢ao, como, por exem-
plo, o seu local de origem, seu enquadramento cronoldgico e o seu contexto etnografico.

A fim de atender tal diversidade, as obras musicais sdo comumente categorizadas
em géneros, de acordo com as similaridades observadas entre elas. Entretanto, tal tarefa
pode ser desafiadora e demandante, uma vez que os estilos musicais podem inspirar e
gerar novas formas de musica com caracteristicas especificas. Entre alguns exemplos
tém-se: o “pop-rock”, que une caracteristicas dos géneros “pop” e “rock”; a “bossa nova”,
a qual pode ser considerada tanto um género musical préprio quanto um subgénero do
“samba” ou do “jazz”; e a “pisadinha”, que é um género recente, surgido em meados
dos anos 2000, oriundo do “forr6” [Vicente 2022]. Um outro ponto problemdtico € o
fato de uma cangdo ser uma expressao artistica complexa, podendo admitir diferentes
interpretacdes, o que dificulta a sua caracterizacao plena por rétulos pré-determinados.

Uma vez que uma cancdo € uma conjugacdo de dois tipos de linguagens: a ver-
bal e a musical, aspectos especificos podem estar presentes tanto em percepgdes au-
ditivas, como melodia, ritmo e harmonia, como em elementos textuais [Bonds 2018].
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Neste contexto, as técnicas de Processamento de Linguagem Natural (NLP) tém tornado
mais factivel a automatizagdo da tarefa de identificacdo de géneros a partir das letras de
musicas. Tal processo pode ser util para diferentes aplicagdes, tais como a indexacao,
recomendacao e a distribui¢ao de miusicas, cada vez mais relevantes a vida digital.

Desenvolver um modelo de NLP dedicado a esta tarefa presume a coleta de um
volume expressivo de letras. Em particular, o portugués, apesar de ser significativamente
falado ao redor do mundo, carece de maiores corpora e de modelos especificos. Motivado
por tais questdes, este trabalho busca apresentar um conjunto de dados balanceado, espe-
cialmente elaborado para a classificacdo de géneros musicais através de letras de cancdes
em portugués, e disponibilizado em um repositério publico [de Oliveira 2023]. Adici-
onalmente, é proposto um modelo de classificagdo automdtica que opera com géneros
tipicamente brasileiros e pouco observados na literatura, os quais sao identificados ape-
nas por meio do conteido semantico contido nas letras, portanto de forma independente
ao ritmo segundo o qual a musica € executada.

Neste estudo, considerando-se diferentes métodos de geracdo de representagcdes
distribuidas das palavras na forma de vetores numéricos, processo conhecido como
“geracdo de embeddings”, foram avaliados algoritmos promissores para o tratamento
do problema, tais como as Redes Neurais do tipo Long Short-Term Memory (LSTM)
[Hochreiter and Schmidhuber 1997] e os Transformers [Vaswani et al. 2017], bem como
a classificacdo por Regressao Logistica [Hastie et al. 2009], uma alternativa mais simples,
a fim de melhor relacionar a complexidade dos modelos adotados e o desempenho obtido.

Este artigo € estruturado da seguinte maneira: a Secao 2 realiza uma breve revisao
bibliografica sobre o tema de classificacdo de géneros musicais; a Se¢do 3 descreve a base
de dados e o seu pré-processamento, bem como aponta algumas caracteristicas estatisticas
de interesse dos dados; a Sec¢ao 4 apresenta a metodologia utilizada para o projeto dos mo-
delos, descrevendo as arquiteturas e os processos de geracao de embeddings empregados.
Por fim, a Sec¢do 5 exibe os resultados obtidos, enquanto a Se¢do 6 discute as conclusdes.

2. Trabalhos Relacionados

Trabalhos sobre a classificacdo automdtica de musicas a partir de sinais de dudio sdo
frequentes na literatura. Em [Jeong and Lee 2016] foi proposta uma estrutura para o
aprendizado de caracteristicas temporais discriminantes que alcancou 63% de acuricia
para a identificacdo de 10 géneros, quando combinada com o aprendizado conven-
cional de caracteristicas espectrais. De forma similar, uma acurédcia de 85% ¢ re-
portada por [da Silva Muniz and de Oliveira e Souza Filho 2023], o qual considerou a
geracdo de 81 atributos especificos. Cabe destacar que um estudo subjetivo descrito
em [Gjerdingen and Perrott 2008] sinaliza 70% de acerto para humanos quando ouvidas
amostras com uma duragdo de 3 segundos.

Quando consideradas letras de can¢des em portugués, em [Guimaraes et al. 2020]
foram realizados experimentos considerando 6000 canc¢des e 7 gé€neros: forrd, gospel,
MPB, samba, sertanejo, bossa nova e axé. Cada cancao foi transformada num vetor de in-
teiros em que cada componente € o indice no vocabulério de suas 200 primeiras palavras.
Em seguida, foram avaliados seis modelos de classificagcdo: LSTM, FastText, eXtreme
Gradient Boosting, Random Forest (RF), Arvore de Decisdo e Multilayer Perceptron. O
melhor resultado foi obtido pelo modelo LSTM (50% de acuricia), ao considerar uma ca-
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mada de Embedding de 100 dimensdes e treinamento explorando as técnicas de Dropout
e Gradient Clipping. Em [de Aratjo Lima et al. 2020], foi apresentado um conjunto de
dados com cerca de 138 mil cang¢des brasileiras e 14 gé€neros. Os experimentos com ele
realizados exploraram os modelos Support Vector Machine (SVM), RF e LSTM Bidireci-
onal (BiLSTM), cada um associado a diferentes técnicas para a geracao dos embeddings.
Os melhores resultados foram obtidos a partir da combina¢do da rede BiLSTM com o mo-
delo Wang2Vec pré-treinado em portugués, que alcancou 48% na média do F1-score in-
ferido para cada classe. Em [Pimenta and Pugliesi 2022], foram considerados 3 géneros:
sertanejo, MPB e funk, e 12 mil musicas, realizando-se a vetoriza¢ao das letras através
da técnica TF-IDF. Para a classificacdo, foram avaliados os modelos Linear Discriminant
Analysis, k-Nearest Neighbors, SVM, Arvore de Decisao, RF e Regressdo Logistica, o
ultimo de melhor eficacia, que atingiu uma acuricia de 80%. Uma tendéncia natural ob-
servada nestes trabalhos € que os modelos com um menor nimero de géneros obtiveram
um melhor desempenho, visto resolverem tarefas mais simples.

3. Base de Dados

Nesta secdo sdo apresentadas as etapas envolvidas na geracao e tratamento dos dados.

3.1. Coleta dos Dados

A base de dados [Neisse 2022] explorada neste trabalho foi coletada no repositorio “Kag-
gle”, comunidade virtual de ciéncia de dados, e integra letras de 379,893 cancdes de 4,239
artistas, das quais cerca de 41% delas estdo em portugués, e foram portanto consideradas
para este trabalho, exceto quando dispunham de campos com dados faltantes.

Esta base se encontra dividida em duas tabelas distintas. A primeira, “lyrics-data”,
relaciona cada letra de musica a seu nome e idioma, bem como apresenta os enderecos
web para a letra e para o perfil do artista; a outra, “artists-data”, relaciona cada artista com
0s seus géneros musicais, o numero de can¢des que possui, sua pontuagdo de popularidade
inferida pelo niimero de acessos ao site e o endereco web do seu perfil.

3.2. Pré-processamento e Formacao da Base

A preparacao da base de dados para a classificacdo envolveu os seguintes passos: para
cada letra presente na lyrics-data, foi utilizado o endereco web para o perfil do ar-
tista como item de busca dos géneros a ele associados na artists-data. Em seguida,
mantiveram-se apenas as colunas correspondentes a letra (atributos) e ao primeiro - por
ser o mais relevante ao artista - desses géneros (alvo). A fim de expressar um bom com-
promisso quanto a variedade de géneros e o quantitativo de cang¢des disponivel por género,
foram enumerados e selecionados apenas os 10 géneros com a maior quantidade de dados
(forrd, funk carioca, gospel, MPB, pagode, pop-rock, rock, romantico, samba e sertanejo).
Para balancear a base, foi utilizada a técnica de undersampling. Com efeito, notou-se que
dentre estes géneros, o que possuia menos letras associadas contava com 3990 cangdes,
assim foi assumida tal quantidade de letras para todos os demais géneros. Logo apos, foi
realizada a divisao da base em dados de treino (para o ajuste dos parametros internos dos
modelos), validacdo (para a sintonia de seus hiperparametros) e teste (para a avaliacao fi-
nal e comparacao entre modelos), de forma aleatdria, em proporcoes de, respectivamente,
72%, 8% € 20% do total de dados. Por fim, foram identificadas e removidas 12 letras
cujos conteudos nao representavam cangoes reais, com contetidos como “Essa musica €
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INSTRUMENTAL”, “(Mensagem)” e “Introducao”. Como tal quantitativo ndo é subs-
tancial, assumiu-se que a base continuou balanceada, dispondo-se de 3986 musicas de
pop-rock, 3987 de MPB, 3988 de rock, 3989 de forrd, funk e gospel, e 3990 de pagode,
romantico, samba e sertanejo.

3.3. Analise Exploratoéria

A Tabela 1 descreve a quantidade de palavras, versos e estrofes médios por can¢do, bem
como os valores minimo, médio e méximo de palavras Unicas por can¢do; e a Tabela 2,
as 3 palavras mais comuns ao longo das letras, cada uma com a sua respectiva taxa de
ocorréncia (1), dada pela razao entre a quantidade de ocorréncias de uma dada palavra
ao longo de todas as cancdes de um género pelo total de cangdes deste género.

Cabe destacar que todas as andlises ndo diferenciaram letras maidsculas de
minusculas. Relativamente a Tabela 2, foram excluidas as stopwords indicadas pela bi-

€639 ¢ 29 ¢ 39

blioteca NLTK [Bird et al. 2009], bem como pontuagdes e as palavras “ai”, “vou”, “vai”,
2 13 2% ¢ 99 GCL A (g L9 Ceg~ 2% ¢ 29 6 299

“vem”, “pra”, “pro”, “t0”, “td”, “tao”, “mim”, “ti”, “entdo”, “la”, por ndo se acreditar que
contribuiriam significativamente para a discriminac¢ao dos géneros.

Tabela 1. Comprimentos médios e palavras unicas por cancao

Género Palavras Versos Estrofes | Minimo | Média | Maximo
Forro 142,1 £89,6 | 25,1 +16,0 | 5,7+43 13 70,1 459
Funk 213,3+131,1 | 359+21,6 | 7,5+5,1 6 86,2 660

Gospel 130,4+73,6 | 220+11,3 | 4,7+3,1 11 68,4 571
MPB 1269 £ 81,3 | 250+16,2 | 45+42 4 68,0 643

Pagode 1446 £84,9 | 254147 | 4,9+3,7 13 73,1 487

Pop-Rock | 160,5+82,8 | 30,2+14,8 | 6,3+42 4 75,3 466
Rock 153,3+73,2 | 28,3+14,1 | 6,1 +4,3 6 75,2 492
Romantico | 128,1 +62,8 | 23,8+11,8 | 4,8+2,9 5 66,3 378
Samba 122,5+70,0 | 23,6 £13,7 | 4,5+4,1 11 68,2 309
Sertanejo | 158,0+65,8 |272+124|58+39 15 86,9 307

E interessante observar na Tabela 1 o quanto os géneros se diferenciam no com-
primento médio de suas cangdes. Neste quesito, cabe destaque ao funk, que apresenta,
para as trés medidas realizadas, o valor mais expressivo e distinto dos demais. Por outro
lado, nota-se uma grande semelhanca entre os trios de valores apresentados pelos géneros
MPB, romantico e samba. Além disso, é surpreendente a variabilidade dos géneros, que
contém alguns exemplos de cangdes com mais de 300 palavras tnicas. Por outro lado, ha
canc¢des com um numero muito pequeno de palavras. Um caso digno de nota € a miusica
do género MPB “Tutano” do artista Walter Franco, cuja letra é “Quem tem tutano, tutano
tem. Quem ndo tem tutano, tutano nao tem.”, formada portanto por apenas 4 palavras
tnicas.

Pela Tabela 2 constata-se que o género gospel é o que possui uma maior dispari-
dade quanto as palavras mais frequentes em suas letras, visto “Deus”, “senhor” e “Jesus”
nao figurarem como resultado de nenhum outro estilo. Além disso, cabe destacar a grande
similaridade entre as palavras mais frequentes dos demais estilos, demonstrando que o
uso de palavra(s)-chave(s) € ineficaz para uma determinacao direta do género da musica,
ressaltando assim a nao-trivialidade do problema.
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Tabela 2. Palavras mais frequentes por cancao

| Género | Palavra | To | Género | Palavra | To |

amor 1,427 quero | 0,788

Forro quero | 0,684 Funk quer 0,709
coracao | 0,623 amor 0,623

Deus 1,808 amor | 0,851

Gospel | senhor | 1,021 MPB tudo 0,466
Jesus | 0,948 vida 0,455

amor 1,475 tudo 0,872

Pagode | quero | 0,701 | Pop-Rock amor | 0,767
gente | 0,583 quero | 0,728

tudo 0,809 amor 1,696

Rock quero | 0,693 | Romantico | quero | 0,628
amor | 0,601 coracao | 0,607

amor 1,094 amor 1,270

Samba | samba | 0,489 | Sertanejo vida 0,595
vida 0,431 coracdo | 0,591

Por fim, a Tabela 3 indica a propor¢do percentual de palavras do vocabulério de
cada género (disposto nas linhas) que também pertencem ao vocabulario de um outro
estilo (disposto nas colunas). Os géneros estao sinalizados conforme se segue: forré (0),
funk (1), gospel (2), MPB (3), pagode (4), pop-rock (5), rock (6), romantico (7), samba
(8) e sertanejo (9). Para facilitar a anélise, o menor e o maior valor observados para cada
género (linha) sdo destacados com as cores vermelha e azul, respectivamente.

Tabela 3. Matriz de coocorréncia de vocabularios

O @O 2 @D SH]6G D] S0

(0) | 100 | 50,4 | 39,1 | 54,7 | 46,7 | 51,6 | 54,5 | 45,6 | 52,7 | 54,6
1) ]36,5| 100 | 29,7394 | 36,8 | 41,6 | 43,1 | 32,8 | 38,0 | 39,2
(2) | 43,4 | 45,6 | 100 | 51,1 | 41,7 | 50,1 | 51,9 | 45,5 | 48,4 | 50,1
3) 41,7 | 41,4 | 35,0 100 | 37,8 | 48,4 | 50,8 | 38,6 | 48,2 | 45,2
4 | 51,3559 41,3 |54,6 | 100 | 54,7 | 56,4 | 46,3 | 55,3 | 53,8
(5 | 42,1 | 46,9 | 36,8 | 51,8 | 40,6 | 100 | 56,2 | 40,0 | 46,1 | 46,3
(6) | 41,3 | 45,2 | 35,5] 50,6 | 38,9 | 52,3 | 100 | 38,6 | 44,9 | 45,3
(7) | 55,1 | 549 |49,5 61,3509 |593|61,5| 100 | 59,2 | 61,0
(8) | 43,9 | 43,8 | 36,3 | 52,7 | 41,8 | 47,1 | 49,3 | 40,8 | 100 | 48,6
9) | 474|470 39,2 |51,5|424 492 | 51,8 43,8 |50,7| 100

Nessa tabela verifica-se que a coluna (2) é a que contém 0s menores valores para
todas as linhas, exceto a propria (2), sinalizando que o gospel é o estilo de menor coin-
cidéncia com os demais vocabuldrios. Por sua vez, a coluna (6) mostra que o rock é o
género de maior similaridade de vocabulario com os demais, exceto forré e samba. Cabe
destacar que nem sempre as relacdes sdo reciprocas, ou seja, tal matriz ndo € simétrica.
Por exemplo, ha muitas palavras do género rock nas letras do género romantico (61,5%),
porém ha poucas do género romantico nas letras de rock (38,6%).
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4. Metodologia

Nesta secdo € apresentado breve resumo dos modelos avaliados. O LSTM € de uma
arquitetura capaz de armazenar padrdes de interesse ao longo de intervalos de iteragao
arbitrarios. Por sua vez, o Dropout [Srivastavaetal. 2014]: ¢é uma estratégia de
regularizagdo que consiste em excluir aleatoriamente um percentual (“taxa de Dropout”)
das conexOes de entrada e das conexdes recorrentes a cada iteragdo de treinamento. O
LSTM Bidirecional (BiLSTM) consiste em uma variante LSTM com duas camadas, com
fluxos de informagdes em direcdes contrarias. Os Bidirecional Encoder Representati-
ons from Transformers [Devlin et al. 2019] (BERT) representam modelos pré-treinados,
formados por camadas empilhadas de Transformers. Operam realizando o mapeamento
das palavras do texto em embeddings que sdo submetidos a um cabecote interno de
classificagao [HuggingFace 2018]. O modelo utilizado neste trabalho foi o BERTimbau-
Base [Souza et al. 2020]. A estratégia BERT + Regressdo Logistica explora o modelo
BERT pré-treinado e sem ajuste fino, que € utilizado apenas para a geracao dos em-
beddings, submetidos a um classificador baseado em Regressdao Logistica. Por fim, o
esquema Term Frequency - Inverse Document Frequency [Salton and Buckley 1988] (TF-
IDF) + Regressao Logistica se refere aos experimentos em que os embeddings sao gerados
através da técnica TF-IDF e classificados em sequéncia por Regressao Logistica.

4.1. Geracao de Embeddings

A geracdo de embeddings para os modelos LSTM e BERT envolveu os seguintes passos:

1. Cada palavra do corpus foi indexada por um nimero inteiro tnico (o tamanho do
dicionédrio considerando todos os géneros foi de 78307 palavras);

2. Cada letra de misica foi associada a um vetor de inteiros, cujas componentes
foram definidas pelos indices (em ordem) de suas palavras;

3. Cada vetor foi ampliado com zeros até que se alcancasse a dimensdo daquele
correspondente a letra com a maior quantidade (1996) de palavras, no caso do
LSTM, e truncado ou ampliado com zeros até 512 palavras, no caso do BERT;

4. Cada vetor resultante foi mapeado num vetor real denso de 100 e 768 dimensdes
no caso dos modelos LSTM e BERT, respectivamente. No primeiro, por restri¢des
computacionais. No segundo, por ser um valor comumente utilizado na literatura.

Cabe destacar que tais procedimentos foram realizados por c6digos proprios para
os modelos LSTM, e pela versdo pré-treinada BertTokenizerFast, para o modelo BERT.
Com relacdo as classificagcdes por Regressao Logistica, os embeddings gerados pelo
BERT foram diretamente obtidos através do modelo pré-treinado através de sua versao
SentenceTransformer. A abordagem TF-IDF, para uma melhor comparacao dos resul-
tados, considerou as 768 palavras mais frequentes das musicas, para todos os géneros
musicais.

5. Resultados

Este trabalho foi realizado utilizando a linguagem de programacdo Python e as bibliote-
cas de codigo aberto Pandas [Wes McKinney 2010], Scikit-learn [Pedregosa et al. 2011],
TensorFlow [Abadi et al. 2016] e Keras [Chollet et al. 2015]. Os modelos foram treina-
dos e avaliados através da plataforma “Google Colab”, considerando uma GPU “Tesla
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T4” de 12GB. O desenvolvimento e a avaliacdo dos modelos consideraram a estratégia de
hold-out [Japkowicz and Shah 2011], conforme as divisoes explicitadas na Subsecdo 3.2.

Os hiperparametros dos modelos foram sintonizados de maneira gulosa e consi-
deraram os valores presentes na Tabela 4. Tal sintonia comegou pela LSTM padrio, assu-
mindo B.S = 32, por ser o valor intermediario. A busca pelo melhor niimero de épocas re-
sultouem N E = 5, por early stop. Em seguida, fixando-se este valor, buscou-se o melhor
tamanho do lote, dado por BS = 8. Logo ap6s, passou-se a LSTM com Dropout e, man-
tidos os demais hiperparametros, os melhores resultados foram obtidos com 7'D = 0, 5.
Por fim, a BILSTM com Dropout considerou os valores sintonizados anteriormente. Com
relacdo ao BERT, a sintonia comegou pelo nimero de épocas, fixando-se a taxa de apren-
dizado em LR = 2e — 5. A partir deste ponto, encontrou-se NE = 3 por early stop.
Em seguida, de posse deste valor, buscou-se a melhor taxa de aprendizado, resultando em
LR = 5e — 5. Para os classificadores por Regressao Logistica, todos os hiperparametros
adotados consideraram os valores padroes da biblioteca [Pedregosa et al. 2011].

Tabela 4. Valores avaliados durante a sintonia de hiperparametros para as redes
do tipo LSTM e para o modelo BERT

Hiperparametro Valores para LSTM | Valores para BERT
Numero de épocas (NE) 2,5, 10 2,3,4
Tamanho do lote (BS) 8, 16,32, 64, 128 16
Taxa de Dropout (TD) 0,1, 0,25, 0,5 N3ao se aplica
Taxa de aprendizado (LR) Nao se aplica 2e-5, 5e-5, 1,25e-4

Para todos os modelos, a fungdo-custo utilizada foi a “Entropia Cruzada Ca-
tegdrica” [Goodfellow et al. 2016] e o método de otimizacdo empregado foi o “Adam”
[Kingma and Ba 2015]. Ademais, como a base € balanceada e visando uma comparacao
mais direta com outros trabalhos, a figura de mérito considerada foi a acurécia.

A Tabela 5 sintetiza os resultados obtidos. Cabe observar que as duas aborda-
gens baseadas em BERT apresentaram um desempenho melhor do que as baseadas em
LSTM. Tal fato era em parte esperado, pois o0 BERT é um modelo pré-treinado e mais
complexo, portanto mais hdbil para a captura de nuances semanticas no conteido das
letras. Ademais, em relacao aos modelos LSTM, a técnica de Dropout combinada com
a abordagem bidirecional resultou no modelo de maior acuricia dentre os desta catego-
ria: 52,4%. Numericamente, os ganhos da estratégia de Dropout (~1,6%) se mostraram
bem superiores aos associados ao uso de camadas bidirecionais (~0,6%). Cabe ainda
ressaltar que o tempo de treinamento do modelo bidirecional foi praticamente o dobro
do unidirecional. A abordagem BERT com ajuste fino atingiu a maior acuricia: 61,6%,
valor similar ao percentual de acertos obtido por pessoas ao ouvir amostras de dudio
com uma duracdo de 3 segundos (70%) [Gjerdingen and Perrott 2008] e, com relacdo a
classificacdo a partir do contetido de letras em portugués, superior aos 50% de acertos
reportados em [Guimaraes et al. 2020], mesmo que esse ultimo tenha considerado uma
menor quantidade (7) de géneros.

As acurdcias por género foram 58,4% (forr6), 78,4% (funk), 89,7% (gospel),
47,2% (MPB), 63,7% (pagode), 40,5% (pop-rock), 58,3% (rock), 59,1% (romantico),
55,3% (samba) e 64,4% (sertanejo). Assim, o modelo se mostrou mais acurado para o
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Tabela 5. Resultados obtidos pelos modelos

Abordagem Melhor i Temp(.) de treino Acuréacia
configuragao (minutos) no teste (%)

(comiﬁlls{:a fino) Lf]gV:EE,:e i 5 147,4 61,6
Regre]:sl.f?:){{:gl’stica (Sem ajuste fino) 5,9 54,5
co];ilbs}:xut NETT)&:%%: ; 53,3 52,4
conIlJ ?)rffl)\l/)[out NET735,:%’S5: ; 28,7 51,8
LSTM ]lgg = g 25.9 50.2
RegriféiDI?o;istica (Sem ajuste fino) 0,2 47,3

género gospel, face ao seu vocabuldrio particular. Por sua vez, os maiores erros, 37,9%
e 17,3%, se referem as letras de pop-rock classificadas como rock e vice-versa, respecti-
vamente, o que estd provavelmente associado a similaridade dos vocabularios, conforme
as Tabelas 2 e 3. Outra medida relevante € a razdo entre o total de cangdes corretamente
classificadas em cada género pelo total de cancdes classificadas como pertences a este
género, que foram 58,1% (forrd), 87,4% (funk), 84,8% (gospel), 58,2% (MPB), 60,4%
(pagode), 54,3% (pop-rock), 43,8% (rock), 46,8% (romantico), 63,4% (samba) e 66,6%
(sertanejo). Convém notar que o gospel e o rock obtiveram o segundo maior € 0 menor
entre todos os valores, respectivamente, o que estd em acordo com a discussao ao final da
Secdo 3.

6. Conclusao

Este trabalho propds a criacdo de uma base de dados balanceada, considerando letras de
cangdes em portugués distribuidas em dez estilos musicais, e avaliou métodos de Apren-
dizado Profundo para automatizar sua classificacdo. O modelo BERT superou os demais,
tendo sido atingida uma acuricia de 61,6%, valor préximo ao desempenho humano no
reconhecimento de amostras de dudio com uma duragao de 3 segundos.

Como trabalhos futuros, espera-se refinar os modelos, explorando a sintonia de
outros hiperparametros e a pluralidade de estilos por artista, visto que a rotulagem pelo
seu género mais frequente € uma das limitagdes do estudo presente. Ademais, almeja-
se utilizar técnicas de validagc@o cruzada para uma avaliacdo estatistica mais rigorosa dos
resultados. Considera-se também avaliar o modelo BERTimbau /arge, bem como modelos
baseados na fusao de atributos derivados das letras e dos sinais de dudio das musicas.
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