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Abstract. This work reports experiments based on the Psychology Implicit As-
sociation Test to identify and quantify biases in a Word Embeding (WE) of the
Portuguese language. For this, we use a GloVe model trained on an Internet
corpus collection. The results show that several common sense and gender
stereotypes can be found in WE. Within the context of professions, we note a
historical sexism, since the identified bias often reflects the statistics of gender
performance in occupation groups in Brazil. The results show discrimination
similar to those of international studies and allow discussing the impact of the
use of language models in our society.

Resumo. Este artigo relata experimentos baseados no Teste de Associacdo
Implicita da Psicologia para identificar e quantificar vieses em um Word Embe-
ding (WE) de lingua portuguesa. Para isso, usamos um modelo GloVe treinado
em uma colegdo de corpus da Internet. Os resultados mostram que diversos es-
tereotipos de senso comum e de género podem ser encontrados no WE. Dentro
do contexto de profissoes, notamos um sexismo historico, pois frequentemente
o0 viés identificado reflete as estatisticas da atuacdo dos géneros em grupos de
ocupagdo do Brasil. Os resultados evidenciam discriminagoes semelhantes aos
de estudos internacionais e permitem discutir sobre o impacto do uso de mode-
los de linguagem em nossa sociedade.

1. Introducao

A discriminacdo de género, também chamada sexismo ou viés de género,
¢ extensamente analisada na drea de Processamento de Linguagem Natural (PLN).
[Sun et al. 2019] classificaram os tipos de discrimina¢do de género no PLN em qua-
tro categorias, sendo: (a) difamagao ou uso cultural ou histérico de termos depreciati-
vos; (b) estereotipagem, que intensifica esteredtipos sociais ja existentes; (c¢) reconheci-
mento, que se refere a despropor¢do ou imprecisio de certo algoritmo em alguma tarefa
de reconhecimento e (d) sub-representacdo, que define a baixa representacdo de certos
grupos. Todas as quatro categorias sao encontradas em modelos de Word Embeddings
(WE). Exemplos de reconhecimento podem ser encontrados em maquinas de traducdo
[Tatman 2017, Prates et al. 2020].

[Prates et al. 2020] mostraram que o Google Tradutor exibe uma tendéncia a tra-
duzir frases como “X € engenheiro”, onde “X” € um pronome neutro de idiomas que
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nao possuem flexdo de género como o Hingaro, para o pronome masculino no inglés.
Tradugdes desse tipo tornam-se mais frequentes quando nas sentencas s@o utilizadas pro-
fissdes com sub-representacdo de mulheres na sociedade. Sao os casos das dreas de
Ciéncia, Tecnologia, Engenharia e Matematica (do inglés STEM). Similarmente, essa
desproporcionalidade de representacdo pode ser vista em modelos de linguagem onde
a probabilidade condicional para profissdes consideradas femininas ou masculinas sdao
maiores para seus respectivos pronomes, amplificando padrdes sexistas.

Ademais, [Suresh and Guttag 2021] demonstraram que modelos de WE podem
apresentar viés histérico, o qual surge quando os sistemas produzem resultados preju-
diciais e discriminatodrios, apesar das medi¢cdes e amostras nos dados terem sido feitas
corretamente, refletindo os dados do mundo real. Em [Caliskan et al. 2017], os autores
mostraram que modelos de WE conseguem captar relacdes implicitas de género, assim
como ocorre nas respostas de participantes do Teste de Associagdo Implicita (IAT, do
inglés) da Psicologia [Greenwald et al. 1998].

O teste IAT segue um paradigma de tempo de reag@o no qual os participantes sao
encorajados a classificar palavras rapidamente e o tempo de resposta observado quanti-
fica a saida do teste. A reproducdo do IAT com WE e PLN usa os mesmos atributos e
palavras-alvo do trabalho original. No entanto, em vez de usar o tempo de resposta para
a associacdo de palavras, usam a similaridade entre os vetores que as representam.

Além dos trabalhos que avaliam sexismo na lingua inglesa usando PLN
e modelos de WE, diversos trabalhos relacionados tém sido propostos em ou-
tras linguas tais como a chinesa [Chen et al. 2022, Lietal. 2022, Jiang et al. 2023,
Qin et al. 2023], espanhola [Torres Berru et al. 2023], alema [Wagner and Zarrie3 2022],
filipina [Gamboa and Justina Estuar 2023], linguas africanas [Wairagala et al. 2022] e
linguas indigenas [Hansal et al. 2022].

Carecem estudos sobre sexismo na lingua portuguesa, mesmo com a
disponibilizacdo de diversos modelos de WE por [Hartmann et al. 2017] ainda em 2017.
Assim, inspirado no trabalho de [Caliskan et al. 2017] e dando continuidade ao traba-
lho iniciado em [Taso et al. 2023], este artigo tem como objetivo verificar a existéncia
de vieses de gé€nero por estereotipagem e sub-representacao, utilizando metodologias si-
milares as que foram empregadas em [Caliskan et al. 2017, Greenwald et al. 1998], mas
utilizando um dos modelos de WE criados por [Hartmann et al. 2017]. Deve-se ainda ana-
lisar a relag@o dos vieses sexistas encontrados em profissdes tradicionais com a propor¢ao
de mulheres no mercado de trabalho nacional.

Como resultado, este trabalho valida uma metodologia de identificacao de vieses
para WE da lingua portuguesa, apresentando associacdes estereotipadas e, no caso da
area profissional, sua relacio com dados do mundo real. Adicionalmente, também abre
caminho para o uso da metodologia no diagndstico de outros tipos de discriminagao.

2. Testes de associacao implicita

O Teste de Associagcao Implicita (IAT) € um instrumento da Psicologia utilizado
para quantificar o posicionamento de pessoas de maneira indireta, tal como o nome su-
gere. O seu uso € indicado em pesquisas onde os participantes ndo devem ou ndo querem
expressar suas opinides, mas as evidenciam ao associarem em tempos muito distintos
pares de conceitos que consideram similares ou opostos [Greenwald et al. 1998].
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Os criadores do IAT usaram o teste para comprovar alguns vieses humanos.
Durante os experimentos, os participantes deviam associar dois conceitos, tais como
flores e insetos, a um atributo, tal como agraddvel. Notaram-se tempos de resposta
menores quando os envolvidos tiveram que classificar, por exemplo, um tipo de flor
como agraddvel e um tipo de inseto como desagraddvel do que quando foram soli-
citados a fazer a classificacdo com os objetos trocados (flores como desagradéveis e
insetos como agradaveis). O fato de um emparelhamento ser mais rdpido indicaria
que as partes envolvidas estdo relacionadas no cognitivo dos individuos. Essa pre-
missa motivou o uso do IAT para identificar e quantificar preconceitos étnicos e de es-
teredtipo [Kiefer and Sekaquaptewa 2007, Nosek BA 2002].

2.1. WEAT

Word Embedding Association Test (WEAT) € um método variante do IAT, pro-
posto para o diagndstico de vieses em WE [Caliskan et al. 2017]. O WEAT assume que
a similaridade por cosseno, métrica frequentemente utilizada para medir a semelhanca
semantica entre palavras representadas no espaco vetorial, é andloga ao tempo de reacdo
do IAT, isto é, quanto menor o tempo de decisdo, maior a proximidade semantica.

Em cada teste WEAT ha dois conjuntos de palavras-alvo e dois conjuntos de atri-
butos. Verifica-se entdo se o primeiro conjunto de palavras-alvo estd mais associado ao
primeiro conjunto de atributos e se o segundo conjunto de palavras-alvo estd mais asso-
ciado ao segundo conjunto de atributos. A hipétese nula € que ndo existe diferenca de
similaridade entre os conjuntos e seus respectivos atributos. O valor-p é utilizado para
testar esta hipétese por meio do teste de permutacgdo, e verificar a possibilidade de rejeitar
a hipétese nula, ou seja, quanto menor o valor-p, maior a chance de rejei¢dao. O valor-p de
10~2 foi mantido para rejeitar a hip6tese assim como sugerido por [Caliskan et al. 2017].

Mais formalmente, considere o conjunto W' = X UY’, onde X e Y sdo conjuntos-
alvo de uma associacdo. Considere A e B seus respectivos conjuntos de atributos. A
diferenca entre as médias (1) de similaridade entre uma palavra-alvo w, onde w € W, e
os conjuntos de atributos A e B é dada pela Equacido 1:

s(w, A, B) = pigea {cos(W,d@)} — ppep {cos(w,b)} . (1

Para exemplificar a Equagdo 1, considere X = {rosa, azaléia, orquidea} o con-
junto de palavras de flores, Y = {formiga, pulga, mosca} o conjunto de insetos, A =
{paz, paraiso, arco-iris} o conjunto de palavras que denotam o conceito de agradavel
e B = {fedor, veneno, agonia} o conjunto de palavras que denotam o conceito desa-
graddvel. A equag@o para w = rosa pode ser lida da seguinte forma: s(w, A, B) repre-
senta a média do cosseno entre rosa e todos os conceitos agradaveis de A menos a média
do cosseno entre rosa e todos os conceitos desagradaveis de B. A mesma logica pode ser
utilizada paraw € Y.

O effect size d, medida que determina o tamanho da significAncia entre os
conjuntos-alvos e seus respectivos atributos, é dado pela Equacdo 2, onde o denota o
desvio padrao:

d— Haex {8(1‘7A, B)} — Hyey {S(y,A, B)} .

2
OweXUYy {S(U),A, B)} ( )
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A medida da associacdo diferencial de dois conjuntos de palavras-alvo com os
atributos € dada pela Equacao 3:

s(X,Y,A,B) =) s(z,A,B) =) s(y.A B). (3)

zeX yey

Por fim, o valor-p, medida estatistica para determinar a probabilidade da signi-
ficancia do valor d para os conjuntos e seus atributos é dado pela Equacdo 4. Nela,
os valores {(X;,Y;)}; representam a unido dos conjuntos X e Y distribuidos aleatoria-
mente. A equacao retorna o valor-p aproximado utilizando dez mil iteragdes com fungio
de distribui¢ao normal:

p="Pr;[s(X;,Y;, A, B) > s(X,Y, A, B)|. 4)

No estudo de [Caliskan et al. 2017] sdo usados os mesmos conjuntos de palavras
adotados em [Greenwald et al. 1998] para a anélise de um modelo GloVe treinado em
textos encontrados na rede mundial de computadores. Naquele trabalho, todos os vieses
linguisticos descritos no artigo original sdo também identificados, incluindo preconceitos
raciais e de género. Por esse motivo, os proponentes do WEAT argumentaram que as
associacdes nos vetores de representacdo dos WE ndo poderiam existir por casualidade e
que seriam reflexo da perspectiva cultural da populagdo.

A relevancia académica do trabalho de [Caliskan et al. 2017], aboa documentacao
dos experimentos realizados e a consolida¢do das métricas em trabalhos posteriores tor-
naram oportuna a valida¢do da metodologia em modelos ainda pouco estudados, como de
WE em portugués.

2.2. WEFAT

Word Embedding Factual Association Test (WEFAT) € um teste de associacao
implicita também proposto por [Caliskan et al. 2017]. Ele busca extrair informagdes
empiricas sobre o0 mundo dentro de modelos de WE. Para isso, consideram-se, assim
como no WEAT, um conjunto de palavras-alvo W e dois conjuntos de atributos A e B
como definidos pela Equacao 2.

Observe que o WEAT € usado para verificar se existem diferencas entre conjuntos
de palavras-alvo em termos de sua similaridade relativa com conjuntos de atributo. Com
o WEFAT, uma propriedade factual que pode ser valorada € associada a cada palavra-alvo
e se deseja testar se os vetores correspondentes as palavras-alvo incorporam o conheci-
mento dessa propriedade, isto é, se é possivel extrair ou prever a propriedade dado o vetor.
Assim, o valor do WEFAT ¢ utilizado para verificar a correlagdo com as informacdes do
mundo real que foram informadas.

[Caliskan et al. 2017] utilizaram o WEFAT para mostrar que a representacdo de
profissdes em WE de lingua inglesa embutem conhecimento sobre a composi¢ao da forca
de trabalho em ocupagdes nos Estados Unidos, ou seja, os esteredtipos de profissao en-
contrados no WEAT apresentavam alta correlagdo com a proporcdo de mulheres atuantes
naquela atividade. Neste trabalho, usaremos o teste para o0 mesmo objetivo dentro do
contexto brasileiro e da lingua portuguesa.
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3. Procedimentos metodologicos

A metodologia seguida neste trabalho é consolidada na literatura no contexto ame-
ricano e da lingua inglesa. Para realizar experimentos no cendrio brasileiro, foi preciso
escolher um modelo de WE em portugués que ja tivesse sido validado pela comunidade
de PLN e contivesse um numero suficiente de tokens para validar palavras nos mais va-
riados escopos. Além disso, foram necessarias adaptacdes nas métricas adotadas para
contemplar a marcacdo de género nas palavras.

3.1. Escolha do modelo

O modelo GloVe com 300 dimensdes, avaliado por [Hartmann et al. 2017], de-
monstrou ter um bom desempenho em tarefas de analogias de sintaxe e semantica. Ele é
formado pela jun¢do de diferentes corpus, em portugués brasileiro e europeu, tendo mais
de 1,2 bilhdo de tokens e sendo amplamente utilizado para diversos tipos de aplicacdes
[Grave et al. 2018, Fortuna et al. 2019, Garcia and Berton 2021, Silva et al. 2020]. Di-
ante de seu bom resultado e uso no trabalho de [Caliskan et al. 2017], o modelo GloVe
foi escolhido para ser usado na andlise de discriminacdo de género em portugués.

3.2. Associacoes

Seis associacOes sdo analisadas: Flores vs Insetos, Instrumentos vs Armas, Car-
reira vs Familia, Matemdtica vs Artes, Ciéncia vs Artes, e Atuacoes Femininas vs
Atuagoes Masculinas. As duas primeiras fazem parte do grupo de associacdes univer-
salmente aceitas como agradédveis ou desagradaveis. Elas servem principalmente para
validar o WEAT em assuntos neutros, sobre os quais nao ha nenhuma questio social a
ser discutida. As demais associagdes contém supostos vieses de género e empregam 0s
seguintes grupos de atributos:

¢ Termos Femininos: feminino, mulher, menina, irma, ela, dela, delas, filha;
¢ Termos Masculinos: masculino, homem, menino, irmao, ele, dele, deles, filho.

Todas as associagdes, exceto as relacionadas a carreiras e areas de atuagdo profis-
sional, foram traduzidas de [Caliskan et al. 2017] para a lingua portuguesa.

Para que o WEAT verificasse a existéncia de viés em profissoes, foram construidos
dois conjuntos de areas de atuagdo. Atuagoes Femininas e Atuagbes Masculinas referem-
se, respectivamente, as dreas de atuacdo com maior € menor propor¢do de mulheres no
mercado de trabalho brasileiro de acordo com pesquisas de 6rgdos oficiais do Brasil'.
Esses conjuntos apresentam a seguinte formacao?:

* Atuacoes Femininas: culindria, artes, educacao, psicologia, pedagogia, enferma-
gem, assisténcia, estética, limpeza, farmdcia, jornalismo, biblioteconomia, gas-
tronomia, comunicagao, literatura, sociologia, antropologia, nutri¢cdo, fisioterapia,
musica;

» Atuacoes Masculinas: atletismo, pesca, mecanica, comércio, inddstria, agro-
pecudria, ciéncia, economia, engenharia, fisica, medicina, diretoria, construcao,
administracdo, biologia, policia, geréncia, aviagdo, computacgao, direito.

"nttps://bit.ly/3X3jhZnw, https://bit.1ly/46dBzp5
20s dados e cédigos utilizados nos experimentos estdo disponiveis em https://github.com/
nandayot /WEAT-WEFAT.
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3.3. Grupos ocupacionais

Para os experimentos com o WEFAT, foi criado um conjunto com 104 profissoes
cadastradas na Classificagdo Brasileira de Ocupagdes (CBO) agrupadas em 35 catego-
rias ocupacionais de acordo com a similaridade de atuagdo. Paralelamente, obteve-se a
propor¢ao de mulheres atuantes em cada grupo, de acordo com dados do Instituto Bra-
sileiro de Geografia e Estatistica (IBGE) de 2018 e outras institui¢des. Um exemplo de
grupo ocupacional € o “Especialistas em métodos pedagdgicos” , o qual apresenta 88%
de mao de obra feminina. Nele constam profissdes tais como pedagoga, psicopedagoga,
fonoaudidloga e educadora.

4. Resultados

Os resultados foram divididos em duas categorias, onde se discute primeiramente
o teste WEAT e, em seguida, o teste WEFAT.

4.1. WEAT

Na Tabela 1 sdo apresentados os resultados dos testes WEAT. Os valores obtidos
para d apontam para vieses em todos os grupos de associacdo, indicando que os con-
juntos de palavras-alvo possuem significativas diferencas de similaridade de acordo com
os diferentes grupos de atributos®. Portanto, para todos os resultados, o 1° conjunto de
palavras-alvo estd mais associado ao 1° conjunto de atributos assim como o 2° estd mais
associado ao 2° conjunto de atributos.

Tabela 1. Resultados do teste WEAT. “A vs D” representam Agradavel vs Desa-
gradavel e “TM vs TF” Termos Masculinos vs Termos Femininos.

Palavras-alvo Atributos R§SUIta20

Flores vs Insetos AvsD 0,87 1073
Instrumentos vs Armas AvsD 0,91 1074
Carreira vs Familia T vsTF 1,62 107*
Matematica vs Artes TMvsTF 1,38 1073
Ciéncia vs Artes TMvsTEF 0,86 102
Atuacdes Masculinas vs Atuagdes Femininas TMvsTF 0,93 1073

Foi possivel identificar vieses universais nas associagoes Flores vs Insetos e Ins-
trumentos vs Armas. Dessa maneira, o WEAT esté validado para relacdes assumidamente
fortes, onde ndo ha necessidade de discussdo sobre posicionamentos, e abre espaco para
a andlise de de associagdes que evidenciam discriminagdo de género.

Os grupos Carreira vs Familia e Matemdtica vs Artes foram os que obtiveram os
maiores effect size (d), com valores maiores do que os obtidos para os grupos de vieses
universais. Esse resultado demonstra a existéncia de profundos esteredtipos de género
no campo de ocupagdes, com uma grande forca de associacdes entre os conceitos e seus
atributos. Assim, palavras tais como executivo € carreira estariam mais associadas a
termos masculinos e palavras tais como casa e filhos, a termos femininos.

3Segundo [Caliskan et al. 2017], valores de d maiores que 0,8 indicam grande diferenca de associacdo.
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Ainda no contexto de profissdes, notou-se uma clara associacdo das Atuacoes
Masculinas com termos masculinos e das Afuagdes Femininas com termos femininos.
Todos os vieses de género identificados colaboram na perpetuacao de discriminagdo, prin-
cipalmente contra as mulheres que, na sociedade atual, ainda sdo associadas a papeis re-
lacionados a familia, artes ou a profissdes estereotipadas que envolvem, em sua maioria,
cuidados e educacdo.

Todos os grupos obtiveram valores-p suficientes para refutar a hipétese de que
ndo ha diferenca de associacdes entre os conjuntos-alvos. Dessa maneira, conclui-se
que no WE utilizado identificam-se relacdes inquestiondveis, assim como associacdes
carregadas de esteredtipos de género. Os resultados vao ao encontro dos relatados em
[Caliskan et al. 2017].

4.2. WEFAT

O teste WEFAT foi alterado para satisfazer as particularidades linguisticas da
lingua portuguesa, na concordancia de género das palavras. Considere 17} e palavras de
profissdes com flexdo de género feminino e masculino, respectivamente (ex: advogada-
advogado) e A e B os conjuntos de palavras que denotam os respectivos géneros (Ter-
mos Femininos e Termos Masculinos, respectivamente). A nova férmula para o calculo
da diferenca entre as médias de similaridade entre palavras-alvo e atributos € dada pela
Equacao 5:

— — _ NaGA{COS(p—J">7 6)} - ,ubeB{COS<p_>m7 b)}
S(pfapmaAaB) - g . (5)
U;ceAuB,weFuM{COS(wa :I:)}
A Figura 1 ilustra a correlagdo entre a forca de associacdo média de cada grupo

ocupacional com a propor¢ao de mulheres atuantes nele. O coeficiente de Pearson obtido
foi de 0, 86.

=
w
L

y
o
.

de ocupagao com o género feminino

Media da forca da assoclacao do vetor de palavra
| | |
= = =4 o =]
w o w o v
| | | |

T
0 20 40 60 80
Proporcao de mulheres em ocupagdes (%)

Figura 1. Relacao entre a proporcao de mulheres em ocupacoes no mercado de

trabalho e a média de valores do teste WEFAT para ocupac6es com termos
femininos e masculinos. Coeficiente de correlacao de Pearson p = 0,86.
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Observa-se que grande parte dos valores WEFAT estdo abaixo do eixo z, indi-
cando baixa forca de associacdo com os termos femininos. De fato, muitas profissoes,
apesar de possuirem forte atuacao de mulheres, possuem embeddings fracamente associ-
ados com termos femininos, o que pode indicar baixa co-ocorréncia dessas palavras com
estes termos dentro do modelo. A andlise das frequéncias de palavras em embeddings
feita por [Caliskan et al. 2022] corrobora essa hipdtese. Os autores quantificaram o viés
de género em grupos de 100, 1000, 10000 e 100000 mil palavras mais frequentes no mo-
delo de lingua inglesa e puderam verificar que 77% das mil palavras mais frequentes estdo
mais associadas a termos masculinos do que femininos.

Nota-se que a replicacdo do WEFAT consegue captar caracteristicas reais do
mercado de trabalho feminino no Brasil com um nivel significativamente positivo de
correlacao.

5. Conclusoes

Considerando que a Inteligéncia Artificial compreende a linguagem humana a par-
tir de textos do mundo real, espera-se que os modelos de aprendizado gerados apresentem
preconceitos encontrados nas sociedades onde os corpus se originaram. Tratando dessa
hipétese, [Caliskan et al. 2017] mostraram que vieses universais, raciais e de género exis-
tem em WE da lingua inglesa treinados em corpus obtidos na Internet. Para isso, os auto-
res validam uma metodologia que utiliza duas novas métricas, WEAT e WEFAT, baseadas
no Teste de Associacao Implicita da Psicologia.

Neste trabalho, estendemos a proposta de [Caliskan et al. 2017] para o contexto
brasileiro. Foi utilizado um modelo de Aprendizado de Maquina puramente estatistico
treinado em diversos corpora com textos de paginas da Internet. As andlises incluiram
associagdes neutras, tidas como universais, assim como associagdes de género, dentro do
contexto de profissoes.

Os resultados mostraram a existéncia dos mesmos vieses humanos identificados
em [Caliskan et al. 2017]. Além disso, é possivel identificar vieses histéricos no ramo de
profissdes do Brasil. Assim, concluimos que o uso de similaridade por cosseno € uma
boa aproximacdo para a associa¢ao implicita de conceitos também na lingua portuguesa.
Nosso trabalho é a continuagdo do estudo iniciado em [Taso et al. 2023], sendo ambos
pioneiros na detec¢ao de vieses de dados no contexto brasileiro.

Criticas sobre o uso de associacdes e pares de gé€nero existem e devem ser le-
vadas em consideracdo nas andlises e discussdes, mas reconhecemos que outras alter-
nativas que contrapdem as métricas utilizadas ainda ndo sdo unanimidade dentro da
area [Ethayarajh et al. 2019, Gonen and Goldberg 2019, Zhang et al. 2020]. Possiveis
solugcdes para a mitigacdo de esteridtipos em WE devem ser pensadas para os proximos
trabalhos. Também propomos analisar outros tipos de modelo, assim como tratar diferen-
tes tipos de discriminagdo e tragar a interseccionalidade entre eles.

A contribui¢do deste trabalho extrapola os limites da Computag¢dao. Entendemos
que a interdisciplinaridade deve ser utilizada para abrir o escopo sobre como 0 sexismo
em PLN pode ser entendido por meio de estudos da Sociolinguistica e Ci€ncias Sociais
[Blodgett et al. 2020]. Além disso, o estudo sobre como aplicacdes de PLN impactam as
comunidades que as utilizam deve ser essencial para os objetivos de pesquisa.
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