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Abstract

Despite the remarkable performances in vari-
ous applications, machine learning (ML) mod-
els could potentially discriminate. They may
result in biasness in decision-making, leading
to an impact negatively on individuals and so-
ciety. Recently, various methods have been
developed to mitigate biasness and achieve sig-
nificant performance. Attention mechanisms
are a fundamental component of many state-
of-the-art ML models and may potentially im-
pact the fairness of ML models. However, how
they explicitly influence fairness has yet to be
thoroughly explored. In this paper, we inves-
tigate how different attention mechanisms af-
fect the fairness of ML models, focusing on
models used in Natural Language Processing
(NLP) models. We evaluate the performance
of fairness of several models with and with-
out different attention mechanisms on widely
used benchmark datasets. Our results indicate
that the majority of attention mechanisms that
have been assessed can improve the fairness
performance of Bidirectional Gated Recurrent
Unit (BiGRU) and Bidirectional Long Short-
Term Memory (BiLSTM) in all three datasets
regarding religious and gender-sensitive groups,
however, with varying degrees of trade-offs in
accuracy measures. Our findings highlight the
possibility of fairness being affected by adopt-
ing specific attention mechanisms in machine
learning models for certain datasets. Warnings:
This paper contains offensive text samples

1 Introduction

Recently, with the prosperity and popularity of
large language models (LLM) all over different
industries, they have achieved outstanding results
with considerably high accuracy in various down-
stream tasks according to Naseem et al. [21]. How-
ever, with incredible advancements come new chal-
lenges, particularly in the realm of fairness and
biasness. The study [22] demonstrated that Google

Translate API, a popular and widely used machine
translation system, exhibited a strong tendency to-
wards male defaults, particularly in the field associ-
ated with stereotypes. As the LLMs are trained on
large datasets, they have the potential to perpetu-
ate or even amplify the bias inherent in the dataset
[10]. This problem has sparked a growing interest
in exploring the fairness nature of NLP models and
how to mitigate the biases.

One of the most captivating research directions
is using attention mechanisms. As the fundamental
building block of the modern NLP paradigm, the
attention mechanism was first introduced in 2014
in the machine translation domain [1]. They have
been proven to promote performance in different
downstream NLP tasks significantly. Despite that
attention mechanisms can serve as post-processing
debiasing techniques [19] [23], few pieces of re-
search have been done investigating the potential
for attention mechanisms to affect the fairness of
models. According to our knowledge, how they ex-
plicitly influence fairness has not been thoroughly
explored yet. In this paper, we explore the im-
pact of the attention mechanism on fairness. The
key contributions of this work are: we investigate
how different attention mechanisms affect the fair-
ness of two recurrent neural networks (RNN) based
models i.e., BiGRU and BiLSTM with different at-
tention mechanisms in terms of offensive language
classification tasks. Our work studied the effects
that attention mechanism can bring to BiGRU and
BiLSTM on three different datasets, Jigsaw [6],
Hate Speech Offensive Language (HSOL) [5] and
HateXplain [18], in terms of fairness and biasness.
More specifically, we investigate influencing gen-
der and religious biases in comparison experiments
involving BiGRU and BiLSTM with or without dif-
ferent attention mechanisms and using equalized
odd metrics.
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2 Background and Related Works

This section presents an overview of related work
in attention mechanisms, including their develop-
ments and applications. Following that, we will
discuss the researches and techniques that have
been utilized in the field of fairness. Finally, we
will examine the works and results from the inter-
section of attention mechanisms and fairness of the
models.

2.1 Attention mechanism
The attention mechanism was first introduced into
neural machine translation [1] aiming to solve the
problem in machine translation due to the lack of
word alignment, which caused focus to be spread
over the whole sentence in the decoder. The formu-
lation of this attention mechanism can be written
as follow:

eji = a(hin
i ,hout

j )

αji =
exp(eji)∑
i exp(eji)

cj =
∑

i

αjih
in
i

(1)

Where a is the alignment function that measures
the similarity between current hidden state hout

j

and annotation hin
i by the dot product, the score

αji is the attention score after the normalization
using the Softmax function. The context vector
cj is the weighted sum of the product between the
attention score αji and the annotation hin

i . This
attention mechanism not only solved the problem
of lack of focus on important parts of the input sen-
tence but also solved the problem that RNN losing
old information throughout the multiple times of
propagation, as the attention score is calculated on
behalf of every token in the input sentence.

This basic attention mechanism has been applied
comprehensively across different NLP domains due
to its simple and interpretable nature. In recent
years different attention variants have been devel-
oped regarding more complex tasks. Such as the
Hierarchical Attention that was constructed either
in the bottom-up approach (word-level to sentence-
level) [28] or in the top-down approach (word-level
to character-level) [13], the Multi-dimensional At-
tention that was constructed to capture the attended
representation from, for example, two different rep-
resentation space [25] rather than just one dimen-

sion, and Memory-based Attention that was con-
structed based on soft memory addressing to solve
the issue where the answer is indirectly related to
the question in question answering problem domain
[27].

In 2017, the landmark work by Vaswani [24]
demonstrated the transformer model, which has
revolutionized the field of NLP and Computer Vi-
sion (CV) and has been used to create state-of-
the-art models for various tasks. The main cru-
cial component of the transformer is Self Attention
mechanism. The difference between Self Atten-
tion and basic attention we mentioned earlier is
that for basic attention formulation in equation 1,
the attention score is computed with external query
vector (hout

j in this case). On the contrary, the
internal query is adopted to capture the intrinsic
dependency between tokens in the input sentence.

ei = a(vj,vi)

αij = softmax(eij)
(2)

Here vj is the internal query chosen as each token
in the input sequence to calculate the pairwise at-
tention score for every pair of tokens within the
input. In this way, the dependency and relation be-
tween any token with other tokens in the input can
be easily captured and contributes to corresponding
tasks.

2.2 Fairness
The concept of fairness in NLP often refers to the
principle that models ought to abstain from creat-
ing or exacerbating societal biases and inequalities.
The bias of the NLP system is generally divided
into two categories, intrinsic and extrinsic. The
intrinsic bias refers to the bias inherent in the rep-
resentation, e.g., word embedding layer [2], and
the extrinsic bias refers to the performance dispar-
ity shown in the specific downstream tasks and
applications. Since intrinsic bias metrics do not
correlate with extrinsic bias [9], we mainly focus
on extrinsic bias metrics as intrinsic bias measure
is not ideal for predicting the extrinsic biases in our
context. There are different definitions of fairness
in NLP, and each also refers to a measure used to
measure the model to be fair or not. The three main
definitions that are used:

• Statistical Parities. Let X denote the features
used for prediction and Y denote the ground
truth of the corresponding entry. Let Ŷ be the
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outcome variable. The outcome variable Ŷ
satisfies statistical parity if only Ŷ and A are
independent.

P (Ŷ = ŷ|A = a,X = x)

= P (Ŷ = ŷ|X = x)

• Equality of Opportunity. The outcome vari-
able Ŷ satisfies equality of opportunity con-
cerning class y ∈ Y if Ŷ and A are indepen-
dent conditioned on Y = y.

P (Ŷ = ŷ|A = a,X = x, Y = y)

= P (Ŷ = ŷ|X = x, Y = y)

These metrics focus more on the true positive
rate (TPR), which should be the same across
different protected attributes under this crite-
ria.

• Equality of Odds. The outcome variable Ŷ
satisfies equality of opportunity for class y ∈
Y if Ŷ and A are conditionally independent
on Y

P (Ŷ = ŷ|A = a,X = x, Y )

= P (Ŷ = ŷ|X = x, Y )

These metrics focus more on the TPR and
the false positive rate(FPR), which should be
the same across different protected attributes
under this criteria.

In this paper, Equalized Odds [11] is adopted,
which uses the maximum between the absolute dif-
ference of TPR and FPR across different protected
groups.

2.3 Combination
To the best of our knowledge, only a few works
focused on the intersection of fairness and atten-
tion mechanism. Edelman et al. [7] presented
a theoretical analysis of the inductive biases of
self-attention models and found a phenomenon
called sparse variable creation, which suggested
bounded-norm Transformer layers create sparse
variables and, therefore, sparsity bias. Mehrabi et
al. [19] designed an attention intervention mecha-
nism that leverages the attention mechanism and
shows the effectiveness of this approach in terms
of both fairness and accuracy. Qiang et al. [23] has
developed a fairness-through-blindness approach
called Debiased Self-Attention (DSA) which helps
the vision transformer (ViT) to eliminate spurious
features related to the sensitive attributes for bias
mitigation.

3 Fairness in Attention

We investigated how the attention mechanism can
affect group fairness across two different but ho-
mogeneous types of neural networks: BiLSTM
[12] and BiGRU [4]. The reason for the choices
of these two architectures is that as we want to in-
vestigate how attention mechanisms affect fairness
performance, any self-attention-based architectures
such as Transformers [24] become inappropriate
choices. We chose to focus on text toxicity classifi-
cation as our downstream tasks due to the relevance
between the fairness performance of NLP models
and the nature of text toxicity tasks. The definition
of toxicity we incorporate here is from [3] stated
as ’anything that is rude, disrespectful, or unrea-
sonable that would make someone want to leave a
conversation.’

3.1 Dataset
To understand the impact of attention in fairness,
we have used three datasets 1) Jigsaw, a large
dataset released for the "Toxicity Classification"
Kaggle competition [6] that contains online com-
ments on news articles, and 2) HateXplain [18],
a dataset recently introduced with the intent of
studying explanations for offensive and hate speech
in Twitter and Twitter-like data. 3) HSOL [5], a
dataset that contains tweets that contain words and
phrases from a hate speech lexicon.

3.2 Model Settings
The main two models that have been used here
are BiGRU [12] and BiLSTM [4]. There are
three different attention mechanisms that have been
adopted, additive attention [17], dot product atten-
tion [1], and self-attention [24]. We used the same
implementation of the self-attention mechanism in
[26], where a randomly initialized vector is jointly
learned as a query used to calculate the attention
score. The choice of the optimizer is Adam [14]
for all model settings, and 0.05 are chosen as the
learning rate for all models. The five-fold cross-
validation has been adopted to ensure accurate and
precise experiment results.

3.3 Sensitive groups and Fairness Measure
Religion, race, and gender are considered the most
common sensitive topics. In our work, we mainly
focus on gender and religion as the bias originating
from them is less concerned overall, but we believe
they are equally harmful compared to race. Based

143



on the keyword searching technique, we catego-
rized a data entry into the corresponding sensitive
groups if they mentioned any related keyword in
this topic. For each sensitive group, we randomly
sample a small portion of data proportionally ac-
cording to different labels from the sensitive group
as a test set for protected attributes. We then sample
the same amount of data with the same distributed
labels outside of the sensitive group as a comple-
mentary test set, and then we compare the differ-
ence between the sensitive group test set and the
complementary test set to investigate our questions.
All models are trained on the other data that does
not belong to either of the test set.

The metrics used here to measure the fairness
performance of the models is the Equalized Odds
[11] which is defined as:

EqOdd(ŷ, a, y) =

max
ai,aj

max
y∈{0,1}

|P (ŷ = 1|y = 1, a = ai, y = y)

−P (ŷ = 1|y = 1, a = aj , y = y)|
(3)

Where ŷ is the prediction of the model, and y is
the ground truth, and ai represents the correspond-
ing protected attributes (gender, religion, etc.). An
equivalent way to calculate the equalized odd is
the maximum of absolute true positive rate differ-
ence and false positive rate difference, where these
differences are between a sensitive group and a
complementary group.

4 Results

In this section, the results of the fairness compari-
son, the attention analysis, and the prediction anal-
ysis are reported. Further experimental results and
diagrams are analyzed and discussed in the Ap-
pendix.

4.1 Fairness Comparison
For the fairness comparison test, the results sug-
gested that attention mechanisms did impact the
fairness performance of models no matter which
model, which attention, and which dataset was cho-
sen. However, under the different settings, the
attention mechanism also affects the fairness per-
formance differently, some of which came with a
trade-off between accuracy and fairness measures.
Throughout the experiments, the majority of atten-
tion mechanisms successfully improve the fairness
performance on both models and sensitive groups

in all datasets, with varying degrees of accuracy
trade-offs.

Jigsaw. We investigate how the attention mech-
anism affects the fairness performance of BiGRU
and BiLSTM on the Jigsaw dataset. In figure 1, the
graph shows similar trends for two models in differ-
ent sensitive groups. In religious groups, Additive
attention with both models achieves the best results
of fairness. However, it comes with the largest loss
of accuracy as well. The basic dot product attention
and self attention with BiGRU result in a loss in
accuracy without any decrease in bias measures.
The picture is different with BiLSTM as both at-
tentions achieve a better fairness performance with
trade-offs between accuracy. The Basic dot prod-
uct attention with BiLSTM achieves the best result,
significantly reducing the bais level with minimal
loss in accuracy measures. In the gender group, the
basic dot product attention for both models fails to
improve fairness. The self and additive attention
for both models improve the fairness for differ-
ent degrees, and larger improvement comes with a
larger trade-off between accuracy measures, with
the self-attended BiGRU having the least bias miti-
gation, and the additive attended BiLSTM having
the most.

Figure 1: The accuracy and fairness of models in the
Jigsaw dataset regarding religious and gender-sensitive
groups. The y-axis Balanced f1 metrics are calculated
by taking the average f1 scores on sensitive test sets and
complementary test sets. The x-axis Equalized Odds
(EO) is calculated by the maximum of the absolute true
positive rate difference and false positive rate difference
between the sensitive group and the complementary
group.

Overall the BiLSTM with self attention and ad-
ditive attention achieve the best results in terms of
fairness measures in religious and gender groups,
respectively, regarding table 1.

HateXplain. The trends on the HateXplain
dataset are similar between the two sensitive
groups. As shown in figure 2, all models with
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Table 1: Fairness performance on Jigsaw dataset

Model religious EO gender EO

BiGRU w/o 0.0367 0.0364
BiGRU basic 0.0455 0.0506
BiGRU add 0.0036 0.0187
BiGRU self 0.0385 0.0240

BiLSTM w/o 0.0358 0.0284
BiLSTM basic 0.0157 0.0437
BiLSTM add 0.0041 0.0016
BiLSTM self 0.0020 0.0074

The table shows the fairness performance using bias measures
Equalized Odds, which indicate the level of bias incorporated
in the model. Throughout T-test, p=0.031 for the best religious
EO and p=0.006 for the best gender EO. So both best results
of EO are statistically significant. More detail can be found in
Appendix A.

attention successfully mitigate the bias with trade-
offs in accuracy to different extents and greater
mitigation with greater trade-offs, except that addi-
tive attended BiLSTM incurs the minimal loss of
accuracy in religious groups. In the gender group,
a similar trend persists apart from that BiGRU with
self attention and additive attention fail to promote
fairness measures in this experiment.

Figure 2: The accuracy and fairness performance of
models in the HateXplain dataset regarding religious
and gender-sensitive groups. The y-axis is the Balanced
f1 score and the x-axis is EO.

From 2, the best models with the lowest bias are
BiLSTM with basic dot attention for religious and
BiLSTM with self attention for the gender group.

HSOL. The situation is lightly different from
what was shown in the last two datasets, as shown
in figure 3. In the religious group, the original Bi-
GRU already achieves the highest accuracy with a
relatively low level of baisness, except that other
models and attentions persist the trend similar to
that of the other two datasets. This abnormal phe-
nomenon might originate in the fact that there are
only about 200 data entries categorized in the reli-

Table 2: Fairness performance on HateXplain dataset

Model religious EO gender EO

BiGRU w/o 0.0743 0.0379
BiGRU basic 0.0745 0.0291
BiGRU add 0.0736 0.0432
BiGRU self 0.676 0.0421

BiLSTM w/o 0.0863 0.0327
BiLSTM basic 0.0481 0.0258
BiLSTM add 0.0693 0.0233
BiLSTM self 0.0559 0.0213

The table shows the fairness performance using bias measures
Equalized Odds, which indicate the level of bias incorporated
in the model. Through the T-test, p=0.012 for the best reli-
gious EO and p=0.172 for the best gender EO. So the religious
EO of BiLSTM with basic attention is statistically significant.
More detail can be found in Appendix A.

gious group in this dataset. In contrast, thousands
of entries are discovered as religious in the other
two datasets and as gender groups in all datasets.
And therefore, the small size of the test samples
can be the reason for this outlier observation. In the
gender group, all models and attentions, except ad-
ditive attended BiLSTM, successfully reduced the
level of bias to a similar significant extent. How-
ever, the trade-off they made varies, with basic
attended BiGRU suffering from the least amount
of loss in accuracy.

Figure 3: The accuracy and fairness of models in the
HSOL dataset regarding religious and gender-sensitive
groups. The y-axis is the Balanced f1 score, and the
x-axis is EO.

According to table 3, the best model for HSOL
came from BiGRU with self attention for the reli-
gious group and BiLSTM with basic dot product
attention for the gender group.

4.2 Attention and Prediction Analysis
In this section, we report the analysis we carried out
on attention mechanisms, mainly based on atten-
tion weight visualization and prediction analysis on
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Table 3: Fairness performance on HSOL dataset

Model religious EO gender EO

BiGRU w/o 0.0328 0.0301
BiGRU basic 0.0494 0.0162
BiGRU add 0.0640 0.0147
BiGRU self 0.0282 0.0152

BiLSTM w/o 0.0999 0.0324
BiLSTM basic 0.0400 0.0107
BiLSTM add 0.0358 0.0232
BiLSTM self 0.0663 0.0129

The table shows the fairness performance using bias measures
Equalized Odds, which indicate the level of bias incorporated
in the model. Through the T-test, p=0.169 for the best reli-
gious EO and p=0.078 for the best gender EO, more detail
can be found in Appendix A.

test samples. The model with significant improve-
ment in fairness performance and minimal loss in
accuracy is selected(BiGRU with basic attention
mechanism). Considering the sequence length of
input text, the analysis results of BiGRU with ba-
sic attention mechanism on gender group in HSOL
dataset is shown in the following section. The other
analysis results can be found in Appendix A.

Figure 4: BiGRU with Basic dot product attention on
gender test set in HSOL. The color of the text reflects
the weight that attention assigned to certain words, with
red being the highest score and green being the lowest.
This figure shows that while the attention mechanism
captured the important information that might help the
classification, it can also capture irrelevant sensitive
words such as ’black’, which might lead to amplifying
the bias regarding the sensitive attributes

Attention Analysis. From the attention focusing
on test text shown in figure 4, the attention has suc-
cessfully targeted the words that can significantly
contribute to the classification of the sentence and
the heatmap of attention weights is shown in fig-
ure 5. However, all attention mechanisms in all
experiment settings have contributed to losses in
accuracy measures compared to the original Bi-

GRU/BiLSTM in general. This may occur due to
the complex nature of toxicity classification tasks
which is also explained later in prediction analysis.
Also, the over-reliance on the attention mechanism
can be another reason why neural networks become
over-fitted or over-specialized.

Figure 5: The Attention weigth heatmap of the BiGRU
with Basic dot product attention on the gender test set
in the HSOL

Prediction Analysis. From the prediction com-
parison of the same batch of test data that is used
in attention analysis. As shown in figure 6, the
model predicted precisely for ’neither’ and ’offen-
sive’ labels with only one mispredicting in entry
6. However, the model predicted badly for the
’hatespeech’ label. It predicted 3 ’hatespeech’ la-
beled test entries as ’offensive’ and the other one
as ’neither’. The result of this analysis shows that
the indistinguishable label setting limited the per-
formance of the models, and a clear definition of
the difference between ’offensive’ and ’hatespeech’
needs to be incorporated.

Figure 6: BiGRU with Basic dot product attention on
gender test set prediction in HSOL

5 Discussions and Limitations

Our study covered three types of widely used single
attention with different mechanisms of assigning
attention weights. However, we did not cover some
compound attention mechanisms such as dual atten-
tion mechanism [8] and Co-attention [27], which

146



might contain different patterns affecting the fair-
ness of the models. Also, Transformer [24], the
cornerstone of PLMs, should be considered in this
study as it is composed of multiple self-attention
modules, and the intersection impact of multiple
attention mechanisms can be studied by incorporat-
ing this model. Apart from the classifier itself, the
different word representation models, which are
well discussed in Naseem et al. [21], can also be
brought into scope since word embedding can also
affect fairness. From the dataset aspect, the quality
of text can be further improved with pre-processing
techniques mentioned in Naseem et al. [20] to en-
sure better performance and reduce the effect of the
irrelevant factors. Also, since the toxicity classifi-
cation tasks are not easy even for a human, there
are noisy data inside the chosen datasets since we
found that we disagree with some of the human-
annotated labels by manual checking. Furthermore,
the HSOL and Jigsaw datasets are imbalanced in
terms of distributions of different classes. There-
fore, modifications can be made to the loss function
in the same way as focal loss [16] or dice loss [15]
to mitigate the influence of data imbalance.

6 Conclusion

In this work, we have investigated BiGRU and
BiLSTM with three types of widely used attention
mechanisms in three datasets regarding religious
and gender-sensitive groups in terms of fairness
performance as well as accuracy performance. The
results demonstrate that all three types of attention
mechanisms can mitigate the bias with a trade-off
in accuracy in most scenarios of our experiments.
These findings highlight that attention mechanisms,
effective methods derived from human intuition of
focusing, have the potential to be developed and
incorporated as a debiasing methodology for bias
mitigation in toxicity classification tasks.
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A Appendix

A.1 Analysis of BiGRU with basic attention
on the religious group in Jigsaw dataset

Attention Analysis. Figure 7 shows that BiGRU
with Basic dot product attention can also focus
on the word important for toxicity classification.
Figure 8 indicates that the attentions mainly focus
on the first 40 tokens for this dataset when the
sequence length of test samples is around 200.

Figure 7: BiGRU with Basic dot product attention on
the religious test set in Jigsaw dataset

Figure 8: heatmap of attention weights of BiGRU with
Basic dot product attention on the religious test set in
Jigsaw dataset

Prediction Analysis. Figure 9 highlights good
results of prediction that BiGRU with basic atten-
tion made on test samples. The model predicts all
’neutral’ labeled data correctly and only 2 ’toxic’
data as ’neutral’ data. The misprediction might
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originate in the class imbalance of the dataset as
the ’neutral’ labeled data are nearly 10 times more
than the ’toxic’ labeled data.

Figure 9: Prediction of BiGRU with Basic dot product
attention on the religious test set in Jigsaw dataset

A.2 Analysis of BiGRU with basic attention
on gender group in HateXplain dataset

Attention Analysis. Figure 10 shows that Bi-
GRU with Basic dot product attention not only
focuses on the important word that is related to
the sensitive topic, which is gender here but also
captures words that are related to other sensitive
attributes that refer to different ethnicity. Figure 11
indicates that the attention mainly assigns the high-
est weight to the first few tokens, but the tokens
in the very last part can also be attended to some
extent.

Figure 10: BiGRU with Basic dot product attention on
the religious test set in Jigsaw dataset

Prediction Analysis. The model predicts badly
overall in this dataset, as what is shown in figure 12.
It tends to predict normal for nearly all data entries
in test samples. The main reason is that for the
HateXplain dataset, multiple annotators were used
to labeling each data entry, and it is quite often that
they contradicted each other, which results in a bad
and imprecise label setting that further negatively
affects the prediction as a form of noise.

Figure 11: heatmap of attention weights of BiGRU with
Basic dot product attention on the religious test set in
Jigsaw dataset

Figure 12: Prediction of BiGRU with Basic dot product
attention on the religious test set in Jigsaw dataset

A.3 Significant T-test for all EO values
compared to the results without attention
mechanism

Significant test. Due to the small figure of EO
metrics, it is necessary to carry out a significant test
to ensure the difference is statistically significant.
The double-sided T-test is adopted in a manner
where each of the attended results is compared
with the results without an attention mechanism.
The raw data of five-fold cross-validation is used to
calculate the t and p values for this test, the results
are shown in the following tables.
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Table 4: p value of results on Jigsaw dataset from T-test

Model religious EO gender EO

BiGRU basic 0.0626 0.2594
BiGRU add 0.004 0.2038
BiGRU self 0.283 0.2668

BiLSTM basic 0.6516 0.1018
BiLSTM add 0.6554 0.0058
BiLSTM self 0.0314 0.1034

The table shows the p-value for all results compared with the
results from non-attended models. The values in bold font
indicate the models that have the best EO results.

Table 5: p value of results on HateXplain dataset from
T-test

Model religious EO gender EO

BiGRU basic 0.9822 0.7662
BiGRU add 0.9356 0.5031
BiGRU self 0.2162 0.5118

BiLSTM basic 0.012 0.5857
BiLSTM add 0.1582 0.3455
BiLSTM self 0.0541 0.1718

The table shows the p-value for all results compared with the
results from non-attended models. The values in bold font
indicate the models that have the best EO results.

Table 6: p value of results on HSOL dataset from T-test

Model religious EO gender EO

BiGRU basic 0.428 0.3067
BiGRU add 0.8501 0.256
BiGRU self 0.1693 0.2371

BiLSTM basic 0.125 0.0784
BiLSTM add 0.0231 0.2638
BiLSTM self 0.2652 0.0937

The table shows the p-value for all results compared with the
results from non-attended models. The values in bold font
indicate the models that have the best EO results.
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