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Preface

Welcome to the proceedings of the 2nd edition of the Workshop on Text Simplification, Accessibility and
Readability (TSAR), hosted at the 14th Conference on Recent Advances in Natural Language Processing
(RANLP 2023), in Varna, Bulgaria.

This year, we received 24 submissions to the workshop. These submissions covered a variety of current
topics of interest to the TSAR community. Three papers examined the area of lexical simplification,
considering context-awareness, lexical deletion and the fine-tuning of large language models (LLMs).
Five papers considered simplification at the whole-text level, considering cognitive disabilities, the
capacity of LLMs to adapt to genre-specific simplification, operations for simplification, coherence in
document level simplification and tools for simplification of texts. Additionally, research was presented
on accessibility and readability, covering easy-language translation, mediation and evaluation. The
research was linguistically diverse, proposing solutions for English, Spanish, Swedish and French.

All submissions were peer-reviewed by the members of the program committee which includes
distinguished specialists in text simplification, accessibility, and readability. Out of the 24 submissions
to the workshop, 10 were rejected, 11 were accepted and 3 were accepted subject to improvements in
line with reviewer feedback. Out of 14 accepted papers, 6 were selected to be presented orally and 8 as
posters, which were presented during a lightning-talk session.

The workshop is held in-person, with online attendance for authors who were unable to attend due to
constraints beyond the organisers control. The program encompasses: a keynote speech by Dr. Victoria
Yaneva, National Board of Medical Examiners, USA; two oral sessions, comprising six presentations; a
round of lightning talks to introduce the poster presentations; and a hosted discussion session on current
issues and trends in text simplification, accessibility and readability research.

We would like to thank the members of the program committee for their timely help in reviewing the
submissions and all the authors for submitting their papers to the workshop. We also thank the organisers
of RANLP for hosting the workshop and their kind support in producing these proceedings.

TSAR Organizing Committee

Sanja Štajner, Matthew Shardlow, Fernando Alva-Manchego, Horacio Saggion
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