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Abstract
We share the results of the project within the
well-known Multi30k dataset dedicated to im-
proving machine translation of text from En-
glish into Ukrainian. The main task was to
manually prepare the dataset and improve the
translation of texts. The importance of collect-
ing such datasets for low-resource languages
for improving the quality of machine transla-
tion has been discussed. We also studied the
features of translations of words and sentences
with ambiguous meanings.

The collection of multimodal datasets is essen-
tial for natural language processing tasks be-
cause it allows the development of more com-
plex and comprehensive machine learning mod-
els that can understand and analyze different
types of data. These models can learn from a
variety of data types, including images, text,
and audio, for more accurate and meaningful
results.

1 Introduction

Creating and processing high-quality datasets for
such low-resource languages as Ukrainian is in-
credibly important for solving machine learning
tasks. The task of machine translation, like other
tasks, requires large amounts of data to effectively
learn and understand the nuances and complexities
of language. However, for low-resource languages,
the available data may be limited, which can make
it difficult to develop accurate and efficient mod-
els. Datasets directly affect the performance of
machine learning models. This can lead to higher
accuracy and better generalization for tasks such
as language translation, speech recognition, and
natural language processing.

A multimodal dataset refers to a dataset that
consists of various data types, each representing a
different modality. These modalities can include
images, text, audio, and other types of data, each
with its own unique meaning. By including mul-
tiple domains, a dataset can collect a wider range

of information, allowing the development of more
complex machine learning models. For our task we
decided to choose Multi30k (Elliott et al., 2016)
dataset which consists of two modalities: images
and their descriptions.

Multi30K is a modification of the Flickr30K
dataset (Young et al., 2014) with 31,014 German
translations of English annotations and more than
150,000 collected annotations in German. This
dataset was edited by professional translators, and
one picture corresponds to one annotation in En-
glish and German, which is the reason for choosing
this dataset for further adaptation into Ukrainian.

The problem under consideration consists of
three parts:

• Task 1: Machine translation involves trans-
lating a source language description of an im-
age into a target language. The training data
is made up of pairs of sentences in different
languages. We published some results in our
previous articles (Maksymenko et al., 2022)
covering this topic. Here we want to extend
some explanations and conclusions.

• Task 2: Multilingual multimodal semantic
search is a task with great demand consider-
ing how much unstructured multimodal data is
stored nowadays. We need methods to search
it quickly not only for English but for other
even low-resource languages. We wanted to
check some available models with the support
of Ukrainian language using samples from our
translated version of Multi30k.

• Task 3: Usage of multilingual text embed-
ding models to measure translation qual-
ity which should in theory allow us to check
model performance without any target lan-
guage ground truth text. Some hard cases
like phrases with a figurative sense should be
considered to either prove or disprove the effi-
ciency of this approach.
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Figure 1: Annotations in English from Multi30k dataset

The first and main step of this research was to
collect datasets for low-resource languages such
as Ukrainian. We provided the necessary data to
develop accurate and efficient machine-learning
models. This may include datasets for tasks such as
language translation, image captioning, text gener-
ation (Erdem et al., 2022), visual Q&A, sentiment
analysis, and others.

2 Datasets and Tasks

The main dataset used for the tasks described above
is the Multi30K dataset, which includes 31,000 im-
ages originally described in English. The presented
dataset also includes translations created by profes-
sional German translators.

In the next iterations, this dataset was also trans-
lated into French (Elliott et al., 2017), Czech (Bar-
rault et al., 2018) and Turkish (Citamak et al.,
2020). Dataset overview is presented on Figure
1.

The dataset can be used to boost performance of
some existing multilingual multimodal models for
various machine learning tasks, such as multimodal
machine translation, image captioning, image se-

mantic search, cross-lingual transfer learning, and
multilingual text summarization etc.

As a result, we managed to process 31,014 sen-
tences for Ukrainian and English, and the num-
ber of words that are in this dataset was also
counted. We prepared a Ukrainian version of
Multi30k dataset with the following features. Com-
parison of the number of tokens for the languages
from the original article (English and German) and
Ukrainian can be seen in Table 1.

This number for the English language exceeds
the given number for the Ukrainian language, due
to its linguistic features, for example, there are no
articles in Ukrainian.

Descriptions Sentences Tokens
English 31 014 357 172
German 31 014 333 833
Ukrainian 31 014 276 520

Table 1: Number of tokens in the dataset
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3 Dataset preparation process

The first step was to load the selected dataset
and conduct an initial inspection, determine the
columns and data type, image format, count the
number of sentences, words and images in order to
select a further strategy for its processing.

At the next stage, we performed the translation
of English descriptions of images into Ukrainian
using Google Cloud Translator in order to provide a
further basis for manual verification and correction
of texts.

An example of the annotation we received after
translation with the help of Google translator can
be seen in Figure 2. This example clearly shows
that the resulting translation is not accurate and
correct in this case. Thus, here is an adjective that
is incorrect in meaning and an incorrect declension,
since the word dog is masculine in Ukrainian.

Further this translation was the basis on which
our team, which was engaged in corrections, relied.
Our team consisted of 8 people: students and teach-
ers of our university. For this work, an English text,
an image and a Ukrainian text translated by Google
Cloud Translator were provided.

It is important to note that in the process of cor-
recting the text, the person who did it had access to
both the image and the pictures. Ukrainian trans-
lation turned out to be dependent on these two
sources, sometimes the picture helped to recognize
what exactly was meant by the English description.

During preparation for translations, the data set
was cleaned of incorrect characters and punctuation

en: A white and tan dog runs through the tall green
grass
uk: Бiло-засмагла собака бiжить крiзь
високу зелену траву

Figure 2: Sample from dataset

Cosine
similarity value Initial text Manually

translated text
0.9 1516 1546
0.8 3700 3763
0.7 4616 4675
0.6 4912 4919
0.5 4997 4977
0.4 4999 4999
0.3 5000 5000
0.2 5000 5000
0.1 5000 5000

Table 2: Cosine similarity count

in order to be able to be used for training.
The dataset is able on public repository

https://huggingface.co/datasets/turuta/
Multi30k-uk and https://github.com/
researchlabs/multi30k-uk.

It is worth noting that the Google Cloud Transla-
tor translated simple sentences (which contain sim-
ple actions like "walk", "look", referring to a certain
person) correctly and without comments. However,
when faced with complex sentences and atypical
actions, manual correction is required. Therefore,
about 51% of the proposals were manually cor-
rected.

4 Cosine similarity

The data obtained after translation were analyzed.
We decided to calculate the cosine similarity using
a multilingual model distiluse-base-multilingual-
cased-v2 (Reimers and Gurevych, 2019) for the
original translation using Google Cloud Transla-
tor and for the translation obtained after manual
correction.

We got a high value of cosine similarity for all
sentences for both languages. As a result, 4997
sentences have a high value, and 3 have a low
value. Here, values above 0.4 are taken into ac-
count, which is considered sufficient for a gen-
eral understanding of the meaning of a sentence or
phrase.

Table 2 shows, using the example of 5000
records, the value of cosine similarity using the
model described above.

The columns "Initial text" and "Manually trans-
lated text" indicate the number of sentences that
exceed the corresponding cosine similarity value.
Thus, as a result of our translation adjustment, an
additional 30 values went out of range of 0.9, 63
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Figure 3: Texts and images embeddings projections

values went out of range 0.8, and so on.
This reflects the effectiveness of the work done

on manual verification of the selected data.

5 Results

5.1 Machine translation

We published more detailed results of the ma-
chine translation task in our previous articles
(Maksymenko et al., 2022). Those experiments
involved not only obtained Multi30k translations,
but also some other datasets, which we gathered
like Ukrainian laws, scientific articles abstracts,
programming documentation.

Machine translation was done using a fine-tuned
MarianMT model, both on separate datasets and on
all of them combined. We used Huggingface imple-
mentation, which is based on BART interface. This
model was trained as a part of Helsinki NLP (Tiede-
mann and Thottingal, 2020) project with OPUS
datasets.

Multi30k without any additional set did not dras-
tically improve the performance of the MarianMT
model (Junczys-Dowmunt et al., 2018), however
it was able to improve generalization of previ-
ously tuned model as it provided some examples of
new words and phrases, which were absent in the
present checkpoint. Multi30k descriptions do not
contain any domain specific words, the structure of
sentences is easy to understand and capture. Such
an effect was expected from it.

We used TATOEBA dataset with 5,000 texts to
validate trained model and got METEOR score
equal to 0.3810 and BERT F1 Score equal to
0.9232. METEOR was used as a classic token met-
ric, which is more suitable for flexible languages as
it uses synonyms matching and stemming to avoid
extra penalties. BERT Score was used as an em-
bedding metric to measure how well did the model
capture meaning of the source text set.

5.2 Multilingual multimodal semantic search

We used a combination of CLIP and Siamese
DistilBERT (Sanh et al., 2019) in our research as
a multimodal semantic search model. “sentence-
transformers/clip-ViT-B-32-multilingual-v1”
model weights from Huggingface hub were used
as an initial checkpoint for checked models. First
of all, we tried to visualize embeddings of images,
source English texts, and their manually fixed
Ukrainian translations.

Models return vectors, which consist of 512 ele-
ments with values from -1 to 1. The first step here is
to train a language embedding model, like original
BERT, for a high-resource language like English.
Then DistilBERT should try to replicate this em-
bedding vector for translations of original texts to
maximize cosine similarity between the same texts
in different languages. The same process is applied
to CLIP to replicate similar embedding space for
corresponding images. So we encoded our images
and texts in both languages and used TSNE to cre-
ate 2D projections of original embedding vectors
(figure 3). You can see how Ukrainian translations
almost perfectly replicate the form of English text
distribution, which proves that our fixed transla-
tions should be close to the original descriptions
and can be further used for some real-world tasks.
However, images fall into an absolutely different
part of this embedding space. They try to repli-
cate the form of those text clouds, but they are still
far from texts and don’t really correspond to their
descriptions judging by embeddings. Only 44.5%
of images correspond mostly to their real descrip-
tion. This value is equal to 29.55% for Ukrainian
versions.

Here are some examples of errors made by
the semantic search model. We have the fol-
lowing Ukrainian image description: "Молодий
бородатий чоловiк у бiлiй безрукавцi сидить

57



Figure 4: Original corresponding image and one proposed by model

за барабанною установкою" (Young bearded
man wearing a white tank top sits behind a drum
set.). The semantic search model returns a similar
image, but with slightly different details. There is
really a man with a beard who sits somewhere on
figure 4, but he just draws something on his tablet
and there are no drums.

Model finds subjects really well, as most errors
we saw are related to the action or some environ-
ment details or background objects. We have some
images where people swim by the river or some
kind of lake using a canoe. These images can be
distinguished by some small details like the number
of people in the boat, the type of background (cave,
rocks, some specific type of forest), description of
the river. However, the algorithm usually catches
only the most significant details like “people in a
canoe”. So it misses all those small details, like in
a previous case with a bearded man.

So, we can not definitely recommend this model
for some real-world tasks for Ukrainian language
as it still makes some obvious mistakes, which can
be fixed by further fine-tuning. That is where our
proposed dataset can be useful, so we can try to
drastically improve the performance of Ukrainian
multimodal semantic search by using these com-
binations of images and their descriptions during
further research.

5.3 Usage of multilingual text embedding
models to measure translation quality

Every classic approach to measure the translation
quality relies on some target language ground truth
value. However, what if we need to check if trans-

lation is good to use and we do not have any previ-
ously checked sample? Modern multilingual lan-
guage models can produce similar embeddings for
the same text in multiple languages, so we can com-
pare them in one shared space. We have shown it
in the previous section of the article as Ukrainian
texts distribute almost identically to English ones.

We calculated cosine similarity between English
and Ukrainian embedding vectors to check how an
external model (siamese DistilBERT in distiluse-
base-multilingual-cased-v2 implementation) would
score our fixed translations. On figure 5 is a his-
togram of cosine similarity scores distribution.

Most texts fall into 0.6 and higher bins, which
is a really good result as it indicates that our trans-
lations capture original meaning. 98.38% of texts
belong there. Such a result is a great achievement
for this metric as it seems like it almost replicates
human judgment. However, there are a few smaller
beans, which are of interest to us. Let’s start with
the ones in the range [0.4, 0.6).

We checked texts which belong to these bins
and mostly they consist of cases where an En-
glish phrase or word combination gets translated
into a single Ukrainian word, which is also a rare
and not commonly used word. Like for exam-
ple phrase “horse shoes” gets translated into word
"пiдковки", which is a correct translation, but it
this word is not so common and can slightly mis-
direct the language model. Here is another similar
example: English phrase “give high-fives” gets
translated as "дає п’ять". Translation is correct
and the phrase itself is similar to the English one,
but the model gets confused a bit, because it does

58



Figure 5: Histogram of cosine similarity scores distribution

not really understand the meaning of the phrase.
That is an interesting case as it shows that even the
correct translation of similar phrase in a figurative
sense lowers the score.

Now let’s move to some lower buckets in range
[0, 0.4). There are only 3 texts in this buckets
and all of them contain texts with some slangs or
phrases with a figurative sense. For example a
radio receiver was called “walkie talkie” in English
description. Ukrainian version just used a word
"рацiя". This text got a cosine similarity score 0.32
as model just was not able to capture this slang and
connect it to Ukrainian analogue. Another example
contains a rare word "волосiнь", which stands
for a fishing line. The model did not capture it as
it probably did not encounter this word or some
similar ones during the fit.

Also, we tried to do the same using a siamese
DistilBERT aligned with image embeddings, which
was used in task 2. We did not use images and just
compared 2 texts. The results are drastically dif-
ferent as injection of visual information allowed
neural network to better capture phrases like “high
five” or “walkie talkey”. It seems like an additional
domain was able to give enough context for the net-
work to compare these sentences in a more human-
like way. Sentence which contained “walkie talkie”
got 0.7456 score this time. There are no transla-
tions with a score lower than 0.5, if we measure
the translation using this model. On figure 6 is the
histogram we have built.

This area needs some further research, but from
our tests and experiments it seems like such mod-
els can be used further to capture some figurative
phrases or slangs in combination with some tra-
ditional metrics, like token-based ones. Usage of
multidomain models to measure translation quality

also has great potential as its results were much
better than just text model. It fixed main problems,
which we encountered in ordinary text model, but
it definitely should be tested more before giving
a recommendation to use it as a benchmark for
machine translation.

We made some additional checks with some ran-
dom phrases. English sources sound like “Mur-
der will out” and “Keep the change”. Here are
Ukrainian translations: "Правди не сховаєш",
"Здачi не треба". Only the textual model gave the
following scores respectively: 0.2495 and 0.2599.
Textual model tuned to resemble visual embed-
dings gave these scores: 0.9569 and 0.9497. Re-
sults are much better than we expected and outper-
form ones obtained from the only textual model.
However, as we said before, the theory that vi-
sual embeddings were the main reason that boosted
model performance still needs more proof and more
research.

6 Conclusion

In conclusion, the importance of collecting high
quality datasets for low-resource languages such
as Ukrainian cannot be overestimated for machine
learning tasks. An example of this was our project
to improve the machine translation of text from
English to Ukrainian by manually preparing the
Multi30k dataset and examining translations of am-
biguous words and sentences.

Collecting multimodal datasets that include dif-
ferent types of data such as images, text, and audio
is especially important as they provide richer and
more complex data for developing accurate and
meaningful machine learning models. The results
from our project demonstrate the impact of such
datasets in improving the performance of machine

59



Figure 6: Histogram from a siamese DistilBERT aligned with CLIP image embeddings

learning models for tasks such as machine transla-
tion.

As a result, the creation and processing of such
data sets will lead to a significant improvement in
the solution of the problem of machine translation
and many other tasks.

The project involved loading and validating a
selected data set to determine the data type, image
format, and word count. The data set was trans-
lated from English into Ukrainian using Google
Translate, which served as the basis for manual
verification and correction by a team of 8 people

As a further development we want to research
siamese language models and cosine similarity
of their embeddings even more to finally either
prove or disprove that they can be used as bench-
marks for machine translation. Also, we want to
check how our gathered dataset will affect the per-
formance of existing multimodal multilingual se-
mantic search models by finetuning them using
Ukrainian Multi30k. Another area for further re-
search is to combine token metrics and text em-
beddings from a multilingual semantic search net-
work to capture figurative meaning and some pro-
fessional or just domain specific words and phrases.

Limitations

In the process of working on the study, we encoun-
tered a number of limitations and an unsuccessful
experiment that did not give results. For exam-
ple, different machine learning models sometimes
showed different results, so it would be wise to
explore more for our calculations. The images that
are part of the considered datasets also require the
necessary attention and refinement. We plan to in-
tegrate them more closely with textual information,
thus improving the quality of the resulting machine

translation. At some points in our study, we ran
into a lack of computing power.

Ethics Statement

In creating this study, we are fully guided by gener-
ally accepted ethical principles towards the commu-
nity of authors and organizers. We respect scientific
developments and works and study them with in-
terest for our further research and communication.
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