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Abstract

Low-resource languages continue to present
challenges for current NLP methods, and multi-
lingual NLP is gaining attention in the research
community. One of the main issues is the lack
of sufficient high-quality annotated data for
low-resource languages. In this paper, we show
how labeled data for high-resource languages
such as English can be used in low-resource
NLP. We present two silver datasets for coref-
erence resolution in Ukrainian, adapted from
existing English data by manual translation and
machine translation in combination with auto-
matic alignment and annotation projection. The
code is made publicly available1.

1 Introduction

Coreference resolution is a task that requires clus-
tering the mentions in text that refer to the same
underlying entity (Poesio and Artstein, 2008). For
example, in a sentence "John asked Dan to drive
him to work because his car was broken.", "John",
"him", and "his" belong to the same cluster. In
the past few years, significant progress has been
achieved for English coreference resolution. To
compare, in 2017 the average F1 score of the model
with the best performance in the CoNLL-2012
shared task (Pradhan et al., 2012) was 67.2 (Lee
et al., 2017), and in 2021 the score of the best
model increased to 81.0 (Dobrovolskii, 2021).

While the task of entity coreference resolution
is relatively well-researched in English, it remains
uncharted territory for many other languages. Mod-
els developed with English in mind often fail to
perform on the same level if used for a different
language (Joshi et al., 2020).

One of the prevalent issues when working with
low-resource languages is the lack of annotated
data. It is often complicated to find or compile
high-quality datasets even for English, and labeled
data for complex tasks in other languages is much

1https://github.com/pkuchmiichuk/ua-coref

rarer. Such data scarcity hinders NLP progress, as
many state-of-the-art models require large amounts
of labeled texts for training which are not available
for low-resource languages (Ruder, 2020; Fincke
et al., 2022). Building new high-quality datasets is
essential for expanding NLP research to the low-
resource setting.

One way of mitigating the data scarcity issue
is adapting the data collected for high-resource
languages. In this paper, we present two silver
datasets annotated for coreference resolution in
Ukrainian, both of which are built using existing
English labeled data as a basis. First, we manually
translated the Winograd Schema Challenge Dataset
(Levesque et al., 2012) into the Ukrainian language.
This dataset contains pairs of sentences with an
ambiguous anaphor that can only be resolved us-
ing world knowledge and reasoning. Second, we
used a machine translation model to translate texts
from OntoNotes 5.0 (Weischedel et al., 2011) into
Ukrainian, followed by automatically aligning and
projecting annotations based on the cross-attention
layer of an encoder-decoder model. Our approach
allows efficiently creating silver datasets based on
existing high-quality data, which can then be used
to extend language model training to low-resource
languages.

2 Related Work

In this section, we analyze different techniques
commonly utilized to help with data scarcity issues
in multilingual NLP.

2.1 Cross-lingual Transfer Learning

Methods such as cross-lingual transfer learning
make it possible for the models to learn meanings
of words across different languages simultaneously.
Large pre-trained multilingual language models
can transfer the knowledge learned from labeled
data available in abundance for high-resource lan-
guages to low-resource ones.
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Cross-lingual transfer learning relies on finding
a shared cross-lingual space for languages in the
system. Aligning the source and target embedding
spaces is one of the methods commonly used for
this. Recently, pre-trained multilingual encoders
have also been shown to yield good performance
on various NLP tasks (Xu and Murray, 2022).

Pires et al. (2019) demonstrate how mBERT, a
language model pre-trained on 104 languages, is
able to generalize quite well for NLP tasks in differ-
ent languages. The authors perform NER and POS
tagging experiments to show that mBERT performs
the cross-lingual transfer quite well, considering
the model does not see any markers that denote the
input language on the pre-training stage. Instead,
mBERT is able to capture multilingual representa-
tions of words. The representations capture useful
linguistic information in a language-agnostic way,
which allows the model to handle knowledge trans-
fer even across languages with different scripts.

Wu and Dredze (2019) reaffirm this conclusion
after exploring the performance of mBERT on
tasks such as document classification, natural lan-
guage inference, named entity recognition, POS
tagging, and dependency parsing. While learning
multilingual representations, the model also retains
language-specific information which contributes to
its capabilities.

Models that capture multilingual representations
of words can be especially useful for word align-
ment, showing robust performance on different lan-
guage pairs (Dou and Neubig, 2021). Researchers
have also explored cross-lingual learning for coref-
erence resolution in particular. Cruz et al. (2018)
use a large Spanish corpora to create a model for
Portuguese, leveraging FastText multilingual em-
beddings. Urbizu et al. (2019) work on coreference
resolution for Basque, relying on English data from
OntoNotes to train a cross-lingual model.

2.2 Domain Adaptation

Domain adaptation involves training a language
model for a task in a specific domain without hav-
ing enough data to train the model directly on in-
domain data. As domain adaptation specifically
aims to overcome lack of in-domain data issues,
it is especially useful when working with low-
resource languages. For example, one can consider
data in a high-resource language such as English
out-of-domain, and train language models for a tar-
get low-resource language using domain adaptation

techniques.

Xu et al. (2021) introduce a gradual fine-tuning
approach for domain adaptation. This contrasts
with the common approaches to the task, using
which the model is pre-trained on out-of-domain
data and fine-tuned on in-domain data in one stage.
Instead, the authors propose an iterative multi-stage
fine-tuning method: the model is gradually fine-
tuned on datasets composed both of out-of-domain
and in-domain data. On each subsequent iteration,
the percentage of in-domain data in the dataset in-
creases. In training, this steers the model into target
domain direction gently instead of using it as-is in
zero-shot setting or directly performing one-stage
fine-tuning on the whole target dataset. The grad-
ual fine-tuning approach shows promising results
for NLP tasks like dialogue state tracking and event
extraction, outperforming both the pre-trained mod-
els and models fine-tuned using one-stage method.
The authors conduct event extraction experiments
on English and Arabic datasets, which highlights
how the method can be utilized for working with
low-resource languages. It is shown that gradual
fine-tuning significantly improves results in com-
parison with baseline models.

Maurya et al. (2021) suggest using an additional
pre-training step before fine-tuning the language
model for solving natural language generation tasks
in the target low-resource language. This allows
the model to overcome the problem of mismatch
between pre-training and fine-tuning objectives. In-
troducing an auxiliary task as an additional pre-
training step improves the multilingual word repre-
sentation and helps warm-start the model for per-
forming a specific task in target language.

Xu and Murray (2022) use mixed fine-tuning
to overcome the deficiencies of the common ap-
proach to target domain adaptation. Instead of fo-
cusing at one language at a time, mixed fine-tuning
allows to use one multilingual model to handle
many target languages at once and avoid overly
language-specific models. A stochastic gradient
surgery technique is used to mitigate the issue of
conflicting gradients among different languages.
The significant performance increase is specifically
important for languages linguistically distant from
English. This affirms that abruptly shifting to the
target domain by one-stage fine-tuning can hinder
the model, while mixed fine-tuning helps it to learn
the representations more smoothly.

Knowledge transfer is also important for coref-
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erence resolution specifically. Xia and Van Durme
(2021) demonstrate the effectiveness of continued
training for multilingual coreference resolution,
which involves first training a model on a source
dataset until convergence, and then using it to train
a second model on a target dataset. Yuan et al.
(2022) use active learning for situations where no
substantial in-domain, labeled data is available; this
approach explores different sampling strategies for
further labeling and continued training.

Domain adaptation methods such as gradual or
mixed fine-tuning can be especially useful when
using silver target datasets for training, helping to
overcome the inherent noise problem.

2.3 Annotation Projection

Manual annotation for coreference resolution is a
particularly challenging task because of the variety
of coreference phenomena and the lack of standard-
ized annotation guidelines. Automatic projection
approach allows using the annotated data in the
source language to transfer the linguistic annota-
tion to unlabeled target data.

As outlined by Nateras (2022), common ap-
proaches to annotation projection usually utilize
sentence-aligned parallel corpora or neural ma-
chine translation systems. Correct word alignment
is crucial for the quality of the projected annota-
tions; both automated and manual alignment meth-
ods have been proposed. As opposed to training the
models exclusively on labeled data in the source
language, target data with projected labels, while
noisy, allows directly leveraging linguistic features
of the target language.

Grishina (2019) provides a comprehensive
overview of annotation projection methods applied
to coreference resolution specifically. The dis-
cussed studies range from experimenting with man-
ual projection of coreference chains (Harabagiu
and Maiorano, 2000) to fully relying on translation-
based approaches (Ogrodniczuk, 2013). In most of
the works, English has been used as a source lan-
guage; however, projecting from multiple other lan-
guages at the same time has been shown to improve
the quality of the projected annotations. Grishina
(2019) also conducts three annotation projection
experiments using statistical word alignment with
GIZA++ (Och and Ney, 2003) as well as mention
extractors for the source and target languages.

Yarmohammadi et al. (2021) explore data pro-
jection and the use of silver data in zero-shot cross-

lingual information extraction. The authors con-
duct experiments on English-Arabic annotation
projection. Specifically, they translate the source
text to the target language using a machine transla-
tion system, obtain word alignments using publicly
available automatic tools, and directly project the
annotations along the word alignments. The cre-
ated silver data is then used to augment the training
set.

Our approach to annotation projection presented
in this work is similar to that of Yarmohammadi
et al. (2021), with some important differences.
First, we aligned the words based on cross-attention
of the machine translation model rather than relying
on statistical or embedding-based alignment. Sec-
ond, when projecting a multi-token span, our ap-
proach allows multiple projected spans in the target
text, while Yarmohammadi et al. (2021) decided
to form a contiguous span containing all aligned
tokens from the same source span, potentially in-
cluding tokens not aligned to the source span in the
middle.

3 Ukrainian Coreference Resolution

In this section, we present a survey of existing
research for coreference resolution in Ukrainian.

Hlybovets (2018) focuses on building complex
information processing systems using a concept
of agent-based modeling. A coreference resolu-
tion module is presented as part of the bigger sys-
tem. For detecting mentions, the author uses a
rule-based NER system based on a generalized
left-to-right (GLR) parser; the system can detect
PER, ORG and LOC entities. A manually anno-
tated news corpus is used for NER testing; the
system achieves 0.48 F1 score. To determine if the
mentions are coreferent, methods from Soon et al.
(2001) and Raghunathan et al. (2010) are adapted:
the resulting system uses a multi-pass filtering sieve
together with a decision tree classifier. The author
does not report accuracy scores for this part of the
system.

Pogorilyy and Kramov (2019) attempt to create a
coreference resolution system for Ukrainian using
a convolutional neural network. Following Clark
and Manning (2016), coreference resolution is pre-
sented as a clustering task. Every entity in the text
is considered a separate cluster at the initialization
step. The task of the model is then to go over pairs
of clusters and merge the ones that refer to the same
entity.
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For creating the clusters, the system proposed
in Pogorilyy and Kramov (2019) uses a rule-based
filtering sieves module and a multichannel CNN
module. The rules are mostly based on direct
string comparison with regular expressions, al-
though some of them incorporate dictionaries of
entity names scraped from Wikipedia. Then, pairs
of clusters are given as an input to a convolutional
neural network. Clusters are represented by averag-
ing the word2vec embeddings of the corresponding
entity words. The CNN module works as a binary
classifier; to train it, the authors use the SEARN
method adapted from Clark and Manning (2016). A
dataset of Ukrainian news articles is used for train-
ing, testing, and evaluation. The model achieves
92.11 F1 score for the B3 coreference evaluation
metric.

In Telenyk et al. (2021) the authors continue the
work presented previously, now making some im-
portant changes. First, BiLSTM is trained instead
of a CNN. Second, they perform feature analy-
sis and conclude that word embeddings used for
mention representation contribute a lot to the re-
sult, so they turn to ELMo embeddings instead of
word2vec used previously. As for the results, the
proposed model achieves 92.21 F1 score for the B3

coreference evaluation metric. Another important
contribution is that both the pre-trained model and
the dataset are made available to the public, which
allows using them as a baseline for continuing re-
search in this direction (Kramov, 2021).

The model can be used for different tasks; three
endpoints are available to extract mentions, esti-
mate coherence of the text and extract coreferent
pairs. It also attempts to perform POS tagging and
extract other grammatical features described in the
previous checkpoint of the evaluated texts.

The Coreferent Clusters dataset presented by
Kramov (2021) is, to our knowledge, the only pub-
licly available dataset for coreference resolution
in Ukrainian. It is distributed via Mendeley as a
MYSQL database. The database contains a single
table word with the texts and relevant information
about the tokens: their parts of speech, case, an-
imacy, gender, number, aspect, and mood. All
mentions are labeled, including singletons, which
are potentially coreferent but appear only once in
a document. Each non-singleton mention belongs
to a coreferent cluster. It is unclear whether the
dataset was annotated manually or automatically,
as the authors provide no specifics about the corpus

creation process. Table 1 demonstrates the detailed
statistics of Coreferent Clusters as well as the silver
Ukrainian OntoNotes dataset presented in Section
5.

Overall, the task of coreference resolution in
Ukrainian remains underresearched. High-quality
annotated datasets are needed to appropriately eval-
uate the performance of existing models as well as
train new ones using state-of-the-art NLP methods.

4 Data

In this section, we describe the base English
datasets used to form the silver Ukrainian datasets.
We explore a total of two source datasets: a smaller
test dataset that allows for testing coreference res-
olution systems ability to deal with complicated
anaphora ambiguity cases, as well as a large dataset
commonly used for training coreference resolution
models.

4.1 Winograd Schema Challenge Dataset

A Winograd schema is a pair of sentences that have
only a slight difference in words, but contain an
anaphora ambiguity that can only be resolved with
world knowledge and reasoning. Such sentences
can be quite complicated for coreference resolution
models to solve, while human readers usually easily
deal with them. An example of a Winograd schema
are sentences such as:

1. The man couldn’t lift his son because he was
so weak.

2. The man couldn’t lift his son because he was
so heavy.

The pronoun "he" corefers with "the man" in the
first sentence, and with "son" in the second.

The English Winograd Schema Challenge
dataset contains 285 Winograd schema sentences
that cover a wide range of linguistic features and
world knowledge (Levesque et al., 2012). The size
of the collection is understandably limited, as creat-
ing a large and diverse set of high-quality Winograd
schemas is quite difficult. The goal of the Winograd
Schema Challenge dataset is then not to provide
a training dataset, but rather test language models
that claim to have solved the problem of corefer-
ence resolution and pronoun disambiguation.

Translations of the WSC dataset are available
in Chinese, Japanese, French, Portuguese, and He-
brew. Authors of French and Portuguese transla-
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Dataset Documents Sentences Tokens Mentions Clusters
Coreferent Clusters (Kramov, 2021) 2,528 17,122 361,534 24,257 8,538

Ukrainian OntoNotes 3,493 94,269 1,456,717 201,700 44,071

Table 1: The statistics of Ukrainian coreference resolution corpora. The counts for mentions do not include
singletons.

tions made a few changes to the schemas in order to
avoid unintended cues such as grammatical gender.

In a quite extensive survey of WSC, Kocijan
et al. (2022) highlight three main methods com-
monly used to solve the Winograd Schema Chal-
lenge. Feature-based approaches rely on extracting
relevant information in the form of sentence or
word features and are usually rule-based. Neural
approaches take advantage of semantic similarities
between word embeddings or use RNNs for en-
coding the local context. Finally, the third group
includes approaches that use large language models
pre-trained on huge text corpora.

While the Winograd Schema Challenge has been
largely overcome as originally formulated, the
problem of commonsense reasoning still stands
as one of the major NLP challenges. The low-
resource setting makes solving the task even harder:
having annotated collections such as the WSC
dataset in other languages is vital to exploring dif-
ferent aspects of commonsense reasoning. We de-
cided to manually translate the WSC dataset to
Ukrainian, attempting to preserve the ambiguity of
the schemas.

4.2 OntoNotes 5.0

OntoNotes 5.0 (Weischedel et al., 2011) is a large
dataset containing annotations of syntactic parse
trees, named entities, semantic roles, and corefer-
ence. The dataset contains texts of multiple genres
such as telephone conversations, newswire, broad-
cast news, broadcast conversation, web text, and
religious text. OntoNotes 5.0 is also multilingual,
as it contains English, Chinese, and Arabic subsets.

The coreference annotation in OntoNotes con-
nects coreferring instances of specific referring ex-
pressions, primarily noun phrases that introduce
or access a discourse entity. Notably, the annota-
tion does not include singletons–clusters contain-
ing only one entity. OntoNotes 5.0 is the primary
dataset for experiments on coreference resolution,
as it is used as a standard in CoNLL-2012 shared
task (Pradhan et al., 2012).

We use OntoNotes 5.0 as a basis for automati-

cally translating, aligning, and projecting annota-
tions to create a silver Ukrainian version of it.

5 Silver Data Creation

In this section, we describe the methods and the
process of creating silver Ukrainian coreference
resolution datasets on the basis of high-quality En-
glish data.

5.1 Manual Translation

For the Ukrainian version of the Winograd Schema
Challenge dataset, we manually translated the En-
glish schemas. In the process of translation, En-
glish proper names were replaced with Ukrainian
ones. The resulting corpus contains 263 Winograd
schema sentences. 22 sentences were excluded
from the dataset, as no equivalent translation was
found that would preserve the ambiguity. This is
mostly due to specific ambiguous phrases used in
English that would not retain their features when
translated into Ukrainian. The resulting dataset can
be used as a complex challenge for a coreference
resolution system.

5.2 Machine Translation

While the WSC dataset translation in Ukrainian is
tailored for complex cases of coreference resolu-
tion, it contains few sentences and can’t be reliably
used for training. Hence, we decided to build on
OntoNotes 5.0 to compile a sufficient amount of
data for further model training and evaluation. In
particular, our approach is to take an annotated En-
glish dataset, translate it with a machine translation
model, align the corresponding mentions in orig-
inal and translated parallel texts, and project the
annotations using the obtained alignment.

As the translation and alignment needs to be
done automatically, we relied on using a high-
quality machine translation model to bear this task.
Specifically, we chose one of OpusMT models,
as they are easily accessible through the hugging-
face library, work with Ukrainian and English,
and are generally of high quality (Tiedemann and
Thottingal, 2020). The Helsinki-NLP/opus-mt-en-
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uk model was used to translate from English to
Ukrainian; this model achieves 50.2 BLEU score
on Tatoeba.en.uk test set.

5.3 Alignment

After translating the sentences with the chosen
model, different methods can be used to align the
words in source and target sentences. This allows
matching the spans corresponding to entity men-
tions in source and target sentences in order to
project the annotations later.

Attention-based Alignment The attention-based
approach used in Transformer models can help in-
terpret how the model functions (Bahdanau et al.,
2015; Belinkov and Glass, 2019). Attention shows
how the model assigns weight to different input el-
ements; in case of sequence-to-sequence machine
translation models, it is possible to use this advan-
tage to see which source tokens the model attends
to when producing a target translation. The inter-
pretability of attention weights has been the sub-
ject of various experiments, and while the saliency
methods have been proven to work better, cross-
attention can still provide important information
about the functionality of the models (Vashishth
et al., 2019; Jain and Wallace, 2019; Wiegreffe and
Pinter, 2019; Bastings and Filippova, 2020).

Figure 1: Cross-attention weight graph for one of the
heads of the model.

For this approach, we used a visualization tool to
determine if cross-attention of the machine transla-
tion model is enough for aligning the words. Using
the bertviz package, we created attention weight
graphs of all the layers and heads of the chosen
model (Vig, 2019). The resulting visualization
showed that for many layers, most of the atten-
tion is concentrated on the end token rather than
other source words. Therefore, we decided to use
only the cross-attention from the 0-th head of the

1-st layer, as it correlated the most with the intuitive
judgment of how the words should be aligned.

Embedding-based Alignment Another method
to align source and target sentences after machine
translation relies on large pre-trained multilingual
models that find a shared cross-lingual space for
all the languages in the system.

The AWESOME aligner presented in Dou and
Neubig (2021) is an example of this approach.
Such method allows extracting the embeddings
from multilingual models such as mBERT and us-
ing it to predict the alignment. Contrary to the
attention-based alignment, aligning with AWE-
SOME does not ensure every target word gets
aligned with a corresponding source word.

Alignment based on Data Modification One
more approach that can be utilized for this task is
based in modifying the existing data to mark the
specific entities in the source text. The marks then
need to be preserved after translation, so that the
entities can be recognised in the target text, For
example, one could enclose the specific mentions
in the source sentence in brackets or XML tags,
then translate them, and look for marked words in
translation, as the machine learning model often
correctly reproduces the marks used. This makes
it possible to locate the translated mention in the
target text and align it with the corresponding one
in the source.

This can be done using an iterative method. How-
ever, the machine translation model output can
change quite drastically depending on which part
of the input is marked. This also means that at each
iteration, the translated sentence could be different,
so it is unclear which of them to use as a "golden"
translation.

For the final dataset, we decided to use the
attention-based approach. We extracted the cross-
attention weights for a specific translated sentence
from the model, produced correct tokens from
subtokens returned by the model, and aligned the
relevant mentions. If most of the attention from the
target token was concentrated on the </s> tag, we
used the second highest-weighted source token for
the alignment.

5.4 Projection

Projection is the next stage after aligning the
source and target texts. This part depends signifi-
cantly on the format the base corpus is presented

67



in. OntoNotes 5.0 follows the standard format
of CoNLL-2012 shared task, in which the coref-
erence clusters contain the entities for each text.
For projecting, only some information is neces-
sary: namely, cased_words, which contains the
tokenized document, sent_id, which contains ids of
sentences the tokens appear in, and clusters, which
contains the clusters of coreferring entities.

The attention-based alignment approach we have
chosen relies on automatically translating texts
from English into Ukrainian with a machine transla-
tion model. However, the model can only translate
sentences rather than full texts. This makes the
alignment and projection process non-trivial, as the
whole text cannot be translated at once. Instead,
every single sentence needs to undergo the process
separately.

The general algorithm follows these stages:

1. Split the document into sentences.

2. For each span mentioned in a coreference clus-
ter, find the specific sentence it appears in.

3. Modify the span indices so that they corre-
spond to the sentence rather than the whole
document.

4. Modify the new span representation so that it
includes all the tokens in the span rather than
only start and end word.

After that, the source sentences can be translated
via a machine translation model. Since we now
know the mentions present in each source sentence,
the overall task amounts to aligning the sentences,
extracting the specific target tokens aligned with
source mentions tokens, producing the mapping be-
tween source and target mentions, and reconstruct-
ing the coreference clusters based on this mapping.

The main complications lie in the fact spans are
often not equivalent in two languages. Alignment is
done on the token level, and it is quite possible that
words that form a continuous span in the source
sentence will not form one in the target sentence.
A few different alignment situations can happen:
one source word may correspond to multiple target
words, multiple source words may correspond to
one target word, or source/target words may not
align with a separate word at all.

Keeping the possible issues in mind, we wrote
the alignment and projection scripts, which can
then be used to form a mapping from source to

target mentions. According to this mapping, we
compile target coreference clusters for the silver
Ukrainian version of OntoNotes 5.0. While some-
what noisy, the attention-based alignment usually
correctly matches the entities and allows to prop-
erly project the annotations and form coreference
clusters.

Detailed statistics of the created Ukrainian
OntoNotes corpus are shown in Table 1. The
OntoNotes dataset is significantly larger than Coref-
erent Clusters (Kramov, 2021), as the documents
in OntoNotes generally contain longer sentences
with more mentions.

6 Error analysis

In this section, we provide an analysis of the
formed silver Ukrainian datasets.

6.1 Ukrainian WSC Dataset

Manually translating the schemas into Ukrainian
does not only allow using the dataset as a complex
challenge for a coreference resolution system, but
also clearly illustrates the coreference differences
in Ukrainian and English.

For some sentences, no equivalent existed that
would preserve the ambiguity while keeping the
content intact. Particular words or phrases that ap-
pear ambiguous in English may not retain those
properties when translated into Ukrainian. To use
such schemas properly, new pairs of sentences
should be written with differing content. When
translating, we attempted to keep the original con-
tent of the sentence unchanged when possible.

Manual translations can also be subpar some-
times. This approach to creating a dataset requires
finding the middle ground between preserving as
much original source content as possible and main-
taining the overall schema form. While some of
the Winograd Challenge Schema dataset pairs are
grammatically correct in Ukrainian, native speakers
may regard such sentences as less fluent than pos-
sible. The reason for that is the ambiguity itself: in
fluent Ukrainian sentences, different devices would
be used by speakers to remove the ambiguity and
make the coreference resolution task easier.

For example, for the Winograd schema presented
before, it would be more fluent to say "The man
couldn’t lift his son because ∅ was so weak" in
Ukrainian. This requires omitting the subject in the
subordinate clause– a grammatically correct way
of expressing the same content that will clearly
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resolve the ambiguity. The subject of "was" would
be understood to correspond to the subject of the
main clause.

The use of pronouns could be another example of
the differences between two languages. It is gram-
matically correct and fluent to use demonstrative
pronouns in Ukrainian where English can only use
personal ones. Using the same example, "The man
couldn’t lift his son because *that was so heavy."
can be used in Ukrainian, and "that" in this case
will clearly point to the "son". Hence, in order to
preserve both the ambiguity of the schema and its
fluency in the target language, the content of the
sentence must often be altered.

Similarly, other issues arise when resorting to
literal translations of the schemas. Ukrainian nouns
and pronouns all have grammatical gender, and per-
sonal pronouns are as such used for both proper
and common nouns; in the sentences where En-
glish can use "it" for something denoting an object,
eliminating the option for a coreference link from a
pronoun like "he", Ukrainian may use "he" in place
of both words, resulting in more ambiguities. Over-
all, literally translating the schemas does not work
in many cases; other schemas should be presented
to deal with this issue.

In sum, the error analysis shows that main
complications in manual translation of complex
datasets such as WSC arise when trying to relay
the content perfectly in a different language. The
distinct features of the source and target language
may not allow for a trivial conversion; in this case,
new original examples must be created for the re-
sulting dataset.

6.2 Ukrainian OntoNotes Dataset

In the Ukrainian OntoNotes Dataset, the most
prevalent errors are connected with the reliance
on the machine translation model.

The quality of the English-Ukrainian translations
produced by the OpusMT model used are some-
times below average. In some cases, the model pro-
duces the target text in a different language, which
supposedly comes from incorrectly labeled data it
was trained on. In addition, the task is made more
complicated because of the nature of the English
OntoNotes 5.0 dataset: its genre diversity presents
a lot of problems for the machine translation model.
As the model has not been trained on the text of
some specific genres such as telephone conversa-
tions, the translation for such documents is of poor

quality. For future work in this direction, we sug-
gest choosing a different machine translation model
to get translations that would be less noisy.

The alignment approach we chose also relies
on the machine translation model, so naturally, its
quality may be lower than expected for the same
reasons. The alignment fully depends on the cross-
attention layer of the encoder-decoder model. This
may lead to mistakenly aligning unrelated words
and then including them in the coreference clus-
ters. Pruning the resulting clusters to get rid of
such noise seems to be a promising future direc-
tion. In addition, other alignment methods such
as statistical alignment or embedding-based align-
ment should be explored.

7 Conclusion

Creating new datasets is crucial in order to extend
NLP research to the low-resource setting. Labeled
data for languages such as English can be effec-
tively utilized for this task. We present an approach
to efficiently create silver data corpora for low-
resource languages based on existing annotated
data for high-resource languages such a English
with machine translation, alignment, and annota-
tion projection. We demonstrate how the suggested
methods can be used to create two corpora for train-
ing and testing coreference resolution models for
Ukrainian. The scripts for automatic translation,
alignment, and projection, as well as the Ukrainian
WSC dataset are made publicly available2.

Future work will involve training and evaluating
a baseline model using the created silver Ukrainian
datasets. The suggested approaches may be im-
proved by using different machine translation mod-
els or trying out better alignment methods.

Limitations

Our approach to creating silver data for Ukrainian
on the basis of English annotated corpora is based
on manual and machine translation. As the quality
of the resulting translations is of utmost importance,
the method has a few important limitations.

For manual translation of small sophisticated
test datasets, the approach requires enrolling pro-
fessional annotators with relevant experience. For
an intricate corpus such as the WSC dataset, the an-
notation process may involve creating new content
and altering the source documents significantly to

2https://github.com/pkuchmiichuk/ua-coref
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preserve the specific features of the text required
for the task.

For automatic translation, alignment, and an-
notation projection, a machine translation model
from high-resource source language into the low-
resource target language should be present. Such
models may not exist whatsoever for many low-
resource languages or exhibit poor quality, which
limits the potential use of our approach.
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