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Abstract
We present lemmatization experiments on the
unstandardized low-resourced languages Low
Saxon and Occitan using two machine-learning-
based approaches represented by MaChAmp
and Stanza. We show different ways to increase
training data by leveraging historical corpora,
small amounts of gold data and dictionary in-
formation, and discuss the usefulness of this
additional data. In the results, we find some
differences in the performance of the models
depending on the language. This variation is
likely to be partly due to differences in the cor-
pora we used, such as the amount of internal
variation. However, we also observe common
tendencies, for instance that sequential models
trained only on gold-annotated data often yield
the best overall performance and generalize bet-
ter to unknown tokens.

1 Introduction

Lemmatization consists in finding the base form of
a given inflected form. The definition of the base-
form for a grammatical category can vary across
languages. It can include, e.g., finding the mascu-
line singular for an adjective (bèlas ‘beautiful.F.PL’
> bèu ‘beautiful.M.SG), or finding the infinitive for
a verb (atten ‘eat.3PL.IND.PRES’ > eaten ‘eat.INF’).
The main benefit of lemmatization lies in reduc-
ing data sparsity by grouping together all surface
forms stemming from the same lemma. It is espe-
cially useful for morphologically rich languages,
for which the high number of surface forms leads
to lower token – type ratios. For such languages,
lemmatization is systematically used as a prepro-
cessing step for downstream tasks such as pars-
ing, and it is essential for building efficient corpus
querying systems.

We approach this task from the perspective of
two low-resourced, non standardized minority lan-
guages: Occitan and Low Saxon. In the case of
non standardized varieties, acquiring even mini-
mal amounts of manually lemmatized data can

be difficult. One of the reasons is the definition
of lemmatization itself: in the absence of a com-
mon standard, which approach to lemmatization
should be adopted? Should lemmatization respect
different levels of variation (lexical, morphological,
orthographic) which are present in multi-dialect
datasets? Or should one variety be chosen for
lemmatization purposes and used across all di-
alects? The former solution allows for the preserva-
tion of dialectal differences, but limits the positive
impact of lemmatization on data sparsity. The latter
is more effective in this respect but it compounds
lemmatization and normalization, arguably mak-
ing the task more difficult. Furthermore, it can
be deemed problematic by the speakers of the lan-
guage in question.

In this paper, we explore both of these ap-
proaches: our Low Saxon dataset adopts an in-
terdialectal lemmatization approach, whereas the
Occitan dataset’s lemmas are dialect-specific. We
evaluate the effects of using small, manually an-
notated datasets for training lemmatization models
vs relying on a larger, automatically preannotated
corpus. We investigate the utility of developing one
general model for all dialects vs training dialect-
specific models. Since lemmatization typically re-
lies on PoS information to aid the processing of
ambiguous tokens, we look into different ways of
using this annotation layer in our corpora by eval-
uating two learning paradigms: joint learning and
classical, sequential learning for PoS-tagging and
lemmatization.

2 Related Work

Lemmatization methods based on machine learn-
ing can be divided into edit tree-based approaches
and string transduction methods. The edit tree-
based algorithms (ges; Grzegorz Chrupala and van
Genabith, 2008; Müller et al., 2015) derive the se-
quence of edit operations needed to transform the
inflected form into the lemma. The edit tree is
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used as a label for each wordform – lemma pair.
The model learns to predict the edit tree and not
the lemma itself, thus treating lemmatization as a
classification task.

With the advent of neural methods, lemmati-
zation has been recast as a string-transduction
task (e.g. Bergmanis and Goldwater, 2018; Man-
javacas et al., 2019). Currently, the main contribu-
tion of these approaches to the state of the art seems
to be better generalization capacities, measured as
the model’s ability to correctly lemmatize unseen
wordforms. Bergmanis and Goldwater (2018) re-
port an important improvement on unknown tokens
over non-neural approaches, and similar observa-
tions are made by Manjavacas et al. (2019). How-
ever, both works remark that the neural networks do
not seem to outperform edit tree-based approaches
on ambiguous tokens. In general, the capacity to
deal with ambiguous tokens is believed to depend
on the availability of contextual information, which
is supposed to facilitate disambiguation. Bergma-
nis and Goldwater (2018) use a sliding character
window as context, and Manjavacas et al. (2019)
condition the decoder on sentence-level embed-
dings. These efforts to include contextual informa-
tion do not seem sufficient to beat the edit-based
methods on this type of tokens.

The well-suitedness of one type of lemmatiza-
tion algorithm over the other may also depend on
the linguistic properties of a given language. Man-
javacas et al. (2019) note that, when evaluating
on modern languages, the edit tree-based method
outperforms the neural model on both West Eu-
ropean and Uralic languages, whereas for Slavic
languages the neural model yields better results.
These results would, however, need to be con-
firmed, since Ljubešić and Dobrovoljc (2019) find
that the edit tree-based approach beats the neural
model on South Slavic languages they investigate.

Lemmatization is often paired with PoS (Part of
Speech) tagging. Since inflected forms can be am-
biguous as to their lemma, relying on PoS-tags can
help the disambiguation process. This information
can be exploited as part of joint multi-task learn-
ing (Kondratyuk et al., 2018; Manjavacas et al.,
2019; van der Goot et al., 2021) or, more tradition-
ally, in a sequential approach, in which the models
for two tasks are learned separately, but the lem-
matizer relies on the morphological information
during training and prediction (e.g. Qi et al., 2020).
Vatri and McGillivray (2020) compare lemmatizers

for Ancient Greek based on dictionary lookup that
exploit PoS information to distinguish ambiguous
tokens. Alternatively, some approaches do not rely
on this type of information at all (e.g. Bergmanis
and Goldwater, 2018), which may simplify lemma-
tization for low-resource languages.

More generally, lemmatization in the low-
resource setting has also received attention in re-
cent work. Bergmanis and Goldwater (2018) eval-
uate their models both on the full amount of avail-
able data and on 10k samples. Saunack et al. (2021)
explore the lower bound for training data size on
Indian languages: they compare a standard set-
ting with low-resource settings with only 500 and
100 training instances, in which they rely on data
augmentation techniques. Saurav et al. (2020) in-
vestigate cross-lingual approaches for lemmatizing
low-resourced Indian languages.

In this work, we are particularly interested in
the low-resource setting, since the gold standard
datasets available for Low Saxon and Occitan are
limited in size. We also experiment with the cross-
lingual and cross-lectal approach by using histori-
cal data and related languages. We opt for neural
models since we expect a high proportion of un-
known tokens in our datasets due to the fact that
we are dealing with non standardized languages.
We examine both the joint and sequential learning
in an attempt to identify the optimal approach to
exploit the PoS tagging information present in our
datasets.

3 Languages

3.1 Low Saxon

Low Saxon is a West Germanic language spoken by
approximately 4.8 million people primarily in the
north-eastern Netherlands and northern Germany
(Moseley, 2010). Despite official recognition in
both countries, no interdialectal standard variety
has been established so far.

Dialect classification of Low Saxon is normally
more finegrained than the three-fold subdivision
we use here. Dutch Low Saxon is traditionally
divided into Gronings, Stellingwerfs, Drents, Sal-
lands, Twents, Veluws, Achterhoeks and Urkers
(Bloemhoff et al., 2019, 20), but due to scarcity of
data we treat it as one group. The traditional clas-
sification of German Low Saxon (see for instance
Schröder, 2004 and Stellmacher, 1983) assumes
an East-West division based on, among others, the
history of settlement and the plural suffix of verbs

164



in the present tense. However, we have not found
this traditional division to correspond to overall
dialect similarity in our previous dialectometric
experiments. Therefore, we instead adopt a north-
south division following Lameli (2016) and our
own observations. The northern group consists of
North Saxon and Mecklenburgish - West Pomera-
nian, and the southern group of Westphalian and
Eastphalian. We excluded Brandenburgish, East
Pomeranian and Low Prussian due to data scarcity.

Compared with Middle Low Saxon, the number
of inflectional categories has decreased, and there
is dialectal variation in the number of categories
preserved. For instance, while nouns in Middle
Low Saxon inflected for four cases, nominative,
genitive, dative and accusative (Lasch, 1974), only
a few of the southern varieties in Westphalia and
Eastphalia still distinguish the dative and accusative
(Lindow et al., 1998). Most Low Saxon varieties
in Germany distinguish the nominative and the ac-
cusative, whereas Dutch Low Saxon typically does
not. Usage of the genitive is very restricted in all
Low Saxon varieties.

At the phonological level, we find noticeable
variation in the number of distinct vowel phonemes
preserved and in the ways vowel phonemes have
merged. A typical example is the merger of Proto-
Germanic *â and lengthened *a1 that has occurred
outside of Westphalia (Niebaum, 2008; Bloemhoff
et al., 2019). As a result, we find the same
phoneme in Spraak2 ‘language’ and Water ‘water’
in the north-western dialects, while Westphalian,
here Münsterlandic, shows distinct phonemes in
Spraoke and Water.

In addition to the dialectal variation, there is
considerable orthographic variation as most Low
Saxon writers follow regional writing traditions to
different degrees or might devise their own spelling
systems. These regional or personal spellings of-
ten draw some inspiration from the majority lan-
guage orthographies. This can be seen, e.g., in
the frequent capitalization of nouns by German
Low Saxon writers and in the representation of the
voiced sibilant /z/ with the grapheme <z> by Dutch
Low Saxon writers, while German Low Saxon writ-
ers commonly use <s> for the same phoneme.

Our corpus reflects this orthographic and dialec-

1This lengthening happened relatively regularly in open
syllables.

2Notice the apocope of final -e that has occurred in most
northern dialects. Vowel length is often marked by doubling
the letter in closed syllables.

tal variation that poses significant challenges to
NLP.

3.2 Occitan

Occitan is Romance language which belongs to
the Gallo-Romance group. It is closest to Catalan,
with which it forms a subgroup called occitano-
roman (Bec, 1970). It is spoken in southern France
(except in the Basque and Catalan areas), in sev-
eral valleys of the Italian Piedmont and in the Val
d’Aran in Spain. When it comes to its linguistic
properties, Occitan is a null subject language with
tense, person and number inflection marks on fi-
nite verbs. Number and gender are marked on all
components of the noun phrase in many dialects.

The most widely accepted classification pro-
posed by Bec (1995) includes 6 major dialec-
tal groups: Auvernhat, Gascon, Lengadocian,
Lemosin, Provençau and Vivaroaupenc3, each of
them with areas of greater or lesser variation. Ge-
ographic variation affects all levels of linguistic
structure. In this paper we focus on Lengado-
cian, Gascon, Provençau and Lemosin, due to the
availability of annotated material for these dialect
groups. Geographical variation affects all levels
of linguistic structure. Different phonological pro-
cesses have resulted in series of wordforms specific
to each dialect group, e.g. the word son translates
to hilh in Gascon, filh in Lengaodcian and Lemosin,
and fiu in Provençau. On the lexical level, the word
potato corresponds to mandòrra, whereas it is tr-
ufa/trufet or patana/patanon in Lengadocian. On
the morpho-syntactic level, verb inflection varies
from one dialect to another, and there is also an
important degree of intra-dialectal variation. To
illustrate, we are corresponds to èm in Gascon,
sem in Lemosin, sèm in Lengadocian and siam in
Provençau based on the most frequent paradigm
for each dialect group.

This situation is further complicated by the exis-
tence of several orthographic norms, out of which
two seem to dominate today: the so-called Mis-
tralian orthography, inspired by French writing
conventions, and the classical orthography, closer
to the medieval troubadours’ spelling (Sibille,
2002). The data used in our experiments is lim-
ited to the classical orthography.
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Dataset Sent. Tok. Types Sent. len.
L

ow
Sa

xo
n SMALL All dialects 904 19258 6000 21.30

Dutch LS 310 6716 2297 21.66
North Ger. LS 265 5415 1961 20.43
South Ger. LS 326 7127 2635 21.86

LARGE All dialects 126359 2431944 166625 19.25

O
cc

ita
n

SMALL All dialects 1522 26122 6196 17.16
Gascon 255 4170 1429 16.35
Lengadocian 1113 19315 4499 17.35
Lemosin 77 1344 596 17.45
Provençau 77 1293 583 16.79

LARGE - 100000 2037723 147070 20.38

Table 1: SMALL and LARGE dataset information for
Low Saxon and Occitan

4 Datasets

For both languages, we use two basic datasets: the
SMALL dataset is manually annotated and it was
available for both languages at the beginning of the
experiments reported here. The LARGE datasets
are an order of magnitude greater than their SMALL

counterparts, but contain only automatic preannota-
tion with PoS-tags and lemmas. In the experiments
presented here, the SMALL datasets were used for
initial training of our models, and we make use of
their dev and test splits for training and for evalua-
tion. The LARGE datasets were used as additional
training material in various setups in an attempt to
improve model accuracies. In the remainder of this
section, we provide some quantitative details and
descriptions of each dataset. Note that the LARGE

datasets were not annotated at the beginning of
our work. The strategies used to palliate this are
described in Section 6.

In the case of Low Saxon, both the SMALL and
the LARGE dataset stem from the same corpus, de-
scribed in Siewert et al. (2020), and contain several
genres, for instance fiction texts such as fairytales
or novels, and non-fiction texts such as letters, an-
nouncements or political speeches. The Low Saxon
dataset is roughly split into two time periods: 1800–
1939 and 1980–2022. The distribution within the
dialect groups is as follows: Dutch Low Saxon 20%
and 80%, North German Low Saxon 87% and 13%,
South German Low Saxon 44% and 56%.

For Occitan, the SMALL dataset is based on the
treebank presented in Miletic et al. (2020) and con-
tains predominantly literary texts. The LARGE Oc-
citan corpus contains Occitan Wikipedia articles

3Names of dialects are given in Occitan (each one in its
dialect) as there is no standardized orthographic form for those
names in English.

from 2021, taken from the Leipzig Corpora Collec-
tion4.

For both languages, the gold dataset has also
been stratified into dialect groups in order to exam-
ine the usefulness of dialect-specific training data
and evaluate model performance for different di-
alects. The gold sets are split into train, test and
development sets (except in the case of Occitan, for
which two dialect groups do not have a dev set, the
total amount of annotated data being too small)5.
A quantitative overview of gold splits is given in
Table 2. The unknown and ambiguous tokens are
defined in relation to the gold annotated train set
including all dialects.

5 Tools

We make use of two training paradigms: multi-task
learning applied to PoS-tagging and lemmatization,
in which both tasks are learned as part of the same
model, and traditional sequential learning, in which
a separate model is trained for each task. We ex-
plore the former with MaChAmp (van der Goot
et al., 2021) and use the Stanza NLP pipeline (Qi
et al., 2020) for the latter.

5.1 MaChAmp

MaChAmp is a toolkit that allows for easy fine-
tuning and joint learning of a wide range of NLP
tasks, including PoS-tagging, lemmatization, pars-
ing, masked language modelling and text genera-
tion. MaChAmp takes a pretrained contextualized
model as the initial encoder and fine-tunes it accord-
ing to a given set of downstream tasks. Each task
has its own decoder for task-specific predictions.
The tool also allows an initial round of training
on a specific task, and then fine-tune it in a sec-
ond round of training. We put this functionalty
to test in our lemmatization experiments. As the
default embeddings, MaChAmp uses mBERT (De-
vlin et al., 2019). For a detailed description of
the tool and the model it is based on, the reader is
referred to van der Goot et al. (2021)

5.2 Stanza

Stanza is a Python NLP pipeline currently support-
ing 66 languages (which do not include Occitan
and Low Saxon). The tool supports tokenization,

4https://corpora.uni-leipzig.de/en?corpusId=
oci_wikipedia_2021

5Since the original corpus did not have dev splits, the
corpus was re-split into train, dev and test for the needs of the
experiments we describe.
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Dataset train test dev
Sent. Tok. Types Sent. Tok. Types Unk. (%) Amb. (%) Sent. Tok. Types Unk. (%) Amb. (%)

L
ow

Sa
xo

n All dialects 723 15346 5083 91 1972 1020 26.88 36.76 90 1940 930 26.29 32.84
Dutch LS 249 5072 1878 31 925 469 24.54 37.73 30 719 410 23.5 32.55
North German LS 213 4447 1683 26 391 241 24.3 37.6 26 577 352 25.12 33.62
South German LS 262 5827 2220 32 656 407 31.71 34.91 32 644 406 30.43 32.45

O
cc

ita
n

All dialects 1196 20551 5292 202 3179 1054 22.11 28.18 124 2392 1009 16.39 31.77
Gascon 195 3258 1173 35 421 230 26.37 23.28 25 491 267 19.35 33.60
Lengadocian 884 15494 3937 130 1920 577 19.64 27.50 99 1901 814 15.62 31.30
Lemosin 56 919 434 16 413 211 27.76 31.76 - - - - -
Provençau 61 880 424 16 413 211 23.49 32.69 - - - - -

Table 2: SMALL dataset split into train, dev and test

multi-word token expansion, lemmatization, PoS
and morphological feature tagging, dependency
parsing, and named entity recognition. In this
work, we utilize its PoS-tagger, based on a biL-
STM model, and its lemmatizer, a neural seq2seq
model. For more details, please see Qi et al. (2020).

6 Strategies for Creating Large(r)
Amounts of Annotated Data

One of the dimensions of lemmatization we ex-
plored in this work relates to the size and the nature
of the training material. Specifically, we compared
the performance of tools trained on small amounts
of gold-annotated data with using larger corpora
that were automatically preannotated. As men-
tioned in Section 1, the corpora we used as our
LARGE datasets were not annotated at the outset of
the experiments presented here. There were, to the
best of our knowledge, no freely available models
based on neural approaches for the PoS-taggging
and the lemmatization of Low Saxon and Occitan.
The first round of our experiments was therefore
dedicated to creating initial models for both tasks
which would allow us to produce reliable automatic
preannotation. For Low Saxon, we leveraged an
existing historical corpus of Middle Low Saxon to
train models that were then transferred to Modern
Low Saxon. This had the advantage of using a cor-
pus that was larger than the available gold standard
in Modern Low Saxon. For Occitan, no compara-
ble historical corpus was available. We therefore
relied on bootstrapping using the SMALL dataset.

6.1 Leveraging a Historical Corpus for the
Preannotation of Modern Text

The initial preannotation of the Low Saxon lemmas
was done with MaChAmp and the reference cor-
pus Middle Low German6 / Low Rhenish (Peters,

6Called “Middle Low German” in the official English name
of the reference corpus; We otherwise refer to this language

2017). The reference corpus uses a tagset specifi-
cally designed for the needs of Middle Low Saxon.
Therefore, we instead made use of the automatic
PoS annotation provided by Siewert et al. (2022).

The reference corpus consists of two parts:
an annotated part that comes with supradialec-
tal lemmatization following primarily the Mittel-
niederdeutsches Handwörterbuch by Lasch et al.
and the one by Lübben (1995 - 1888) and a tran-
scribed part without annotation. We converted the
annotated part to the ConLLU-format required by
the tools we used. The MaChAmp lemmatization
model achieved an accuracy of 89.9% on this data.
This model was subsequently finetuned on a small
set of manually annotated modern data in order to
annotate the rest of the corpus.

Our modern Low Saxon gold annotated dataset
does not employ the Middle Low Saxon dictio-
nary spelling, but the Nysassiske Skryvwyse7 ‘New
Saxon spelling’, an interregional spelling based on
historical sound correspondences and used by, for
instance, the Dutch Low Saxon Wikipedia. As this
spelling does not reduce all dialectal variation, the
lemma form is, as far as possible, chosen based on
the Middle Low Saxon dictionary form, attested
Old Saxon forms or Proto-Germanic reconstruc-
tions. For future comparisons with the historical
corpus, it would be desirable to add a Middle Low
Saxon lemmatization layer to the modern data.

The final pretrained MaChAmp model for mod-
ern Low Saxon achieved a lemma accuracy of 87%,
and a PoS accuracy of 94% on the manually anno-
tated development set. These relatively good re-
sults (compared with our later experiments) might
be explained by some overfitting as we used the
same development set in two consecutive training
steps: Original lemmatization finetuning and later
joint training of lemmatization and PoS tagging.

as “Middle Low Saxon”.
7https://skryvwyse.eu
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6.2 Bootstrapping Using a Small Gold
Standard Corpus and a Lexicon

For Occitan, we used MaChAmp in order to train
a PoS-tagger and a lemmatizer which would allow
us to preprocess the LARGE dataset. Since this was
a preliminary experiment with the tool on this lan-
guage, we opted for training independent models
for each of the tasks in order to evaluate the base-
line performance for each task on gold data. In this
scenario, we did a single training run on the full
SMALL dataset, using the default embeddings.

The PoS-tagger achieved global accuracy of
92.26% on the test set comprised of all dialects,
the highest being 92.97% on Lengadocian and the
lowest 89.10% on Provençau.

The lemmatizer’s global accuracy reached
89.30%, ranging from 88.6% on Gascon to 93.33
on Lengadocian and Lemosin (detailed results for
the global evaluation are available in Table 6, and
for the dialect-specific evaluation in Table 7).

These models were ensembled with the morpho-
logical lexicon Loflòc (Vergez-Couret, 2016; Bras
et al., 2020). If a wordform was present in the lexi-
con and only had one entry, it was annotated with
information found in the lexicon. Otherwise, the
models’ predictions were used. Around a third of
the wordforms received lexicon-based annotations.

The preannotated corpus was used as the LARGE

dataset in the experiments described in the sections
below.

7 Large Preannotated Corpora and Small
Gold Datasets

Following the creation of additional annotated ma-
terial, we trained new models with both MaChAmp
and Stanza.

With MaChAmp, we used the LARGE datasets
for the initial round of training, and the SMALL

dataset for the fine-tuning of the model. The fine-
tuning was done both with the full SMALL dataset
and using dialect-specific subsets of it. We trained
for lemmatization and PoS-tagging jointly, result-
ing in one model capable of performing both tasks.

With Stanza, we trained lemmatizers both on
the SMALL dataset on its own and on a combined
dataset, concatenating SMALL and LARGE datasets.
This approach was chosen because the current ver-
sion of Stanza does not support retraining. We
leveraged the available morphological information
in the training process. We also trained the corre-
sponding PoS-tagging models: they are used to ap-

proximate a pipeline setup and evaluate the Stanza
lemmatizers on predicted PoS-tags.

Additionally, we trained a lemmatizer that does
not rely on morphological annotation with both
tools. These models were intended as a baseline,
but they also correspond to a real-life usecase in
which a lemmatized corpus for a given language is
available, but contains no PoS tags.

The global lemmatization results are given in
Table 6, whereas the dialect-specific results are
available in Tables 7 and 8. We report mean ac-
curacy and standard deviation over three training
runs on the test set8. In addition to results on the
full evaluation set, we also report performance on
unknown and ambiguous tokens. We consider as
unknown tokens those that do not appear in any
of the training material. We define as ambiguous
all tokens having more than one possible lemma in
the training material. In the case of dialect-specific
evaluations, we evaluate the dialect-specific model
trained using MaChAmp along with the general
models trained with both tools. Our goal is to as-
sess if dialect-specific training is useful even if it
entails using less training data than for the general
model.

7.1 General results
As an overall tendency, Occitan seems to be easier
to lemmatize than Low Saxon, with the former’s
accuracy ranging often around 10% higher than the
latter’s. In case of the unknown tokens, the differ-
ence is even bigger. Given the greater orthographic
variation in our Low Saxon dataset, this does not
come as a surprise.

The sequential approach of the Stanza pipeline
most of the time yields the best results for both
Low Saxon and Occitan. Surprisingly, we found
the MaChAmp base model9 to perform best for
Low Saxon, with an almost 5% advantage over
the finetuned model. On Occitan, finetuning the
MaChAmp model does bring an improvement, al-
beit a small one (around 1.5%)

Large automatically annotated corpora seem to
bring some benefit for the overall accuracy but they
do not generally outperform the smaller Stanza
models which have access to the PoS information.
In the case of unknown tokens in particular, we
see that the Stanza model trained only on gold data
with gold PoS performs best.

8The results on the dev set are available in Appendix A.
9Only trained on a large corpus of automatically annotated

data, no finetuning on gold data.
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Tool Training set Task Train cond. Test cond. ALL UNK AMB
O

cc
ita

n

MaChAmp SMALL LEM no POS, gold LEM no POS 91.28±0.42 72.22±1.55 96.23±0.37

LARGE POS+LEM pred. POS+LEM no POS 91.77±0.23 68.54±1.86 92.19±0.14

L+S POS+LEM pred. POS+LEM no POS 92.16±0.25 67.2±0.33 93.05±0.45

Stanza SMALL LEM no POS no POS 90.35±0.42 66.86±1.85 95.78±0.0

SMALL LEM gold POS+LEM pred. POS 93.21 ±0.09 78.43 ±0.41 96.69 ±0.0

COMB LEM pred. POS+LEM pred. POS 92.49±0.08 68.4±0.98 92.63±0.0

L
ow

Sa
xo

n

MaChAmp SMALL LEM no POS, gold LEM no POS 70.74±0.09 17.47±0.48 88.63±0.26

LARGE POS+LEM pred. POS+LEM no POS 83.42 ±0.21 30.19±1.33 85.19±0.47

L+S POS+LEM pred. POS+LEM no POS 78.14±0.31 20.44±1.18 81.2±0.22

Stanza SMALL LEM no POS no POS 75.33±0.11 36.41±0.42 82.03±0.0

SMALL LEM gold POS+LEM pred. POS 80.52±0.43 45.66 ±1.59 89.42 ±0.0

COMB LEM pred. POS+LEM pred. POS 81.31±0.05 20.12±0.89 82.16±0.0

Table 3: Global Lemmatization Accuracy for Occitan and Low Saxon

Gascon
Tool Train ALL UNK AMB

MaChAmp L+S 89.66±0.52 57.01±1.24 90.28±0.57

MaChAmp L+GAS 88.86±0.41 54.38±1.24 89.58±0.98

Stanza SMALL 90.71 ±0.75 77.78 ±2.79 91.49 ±0.0

Stanza COMB 90.06±0.11 67.54±1.24 89.58±0.0

Lemosin
Tool Train ALL UNK AMB

MaChAmp L+S 90.91 ±0.2 74.42 ±1.9 94.35±0.46

MaChAmp L+LEM 87.64±0.57 64.34±1.1 92.66±0.8

Stanza SMALL 90.59±0.41 72.6±0.8 99.22 ±0.0

Stanza COMB 89.79±0.23 66.67±1.09 92.66±0.0

Lengadocian
Tool Train ALL UNK AMB

MaChAmp L+S 93.08±0.48 69.91±0.33 92.76±0.69

MaChAmp L+LEN 92.56±0.6 68.29±0.33 92.29±0.8

Stanza SMALL 94.42 ±0.13 81.35 ±0.9 96.54 ±0.0

Stanza COMB 93.72±0.11 71.53±1.5 92.98±0.0

Provençau
Tool Train ALL UNK AMB

MaChAmp L+S 91.67±0.0 54.67±1.89 95.14±0.44

MaChAmp L+PRO 86.6±0.11 52.0±0.0 89.55±0.25

Stanza SMALL 92.81 ±0.31 74.92 ±1.28 98.51 ±0.0

Stanza COMB 92.08±0.12 54.67±1.89 93.51±0.0

Table 4: Dialect-Specific Lemmatization Accuracy on Occitan

7.2 Dialect-Specific Results

When testing on individual dialects, too, the se-
quential approach of the Stanza model most often
yields a higher accuracy for both Low Saxon and
Occitan. As in case of the general tests, we do not
find the automatically annotated data to benefit the
model performance on Occitan. However, for both
North and South German Low Saxon, we observed
an improvement of the overall accuracy. Further-
more, we find MaChAmp to generalise particularly
well to Lemosin.

When comparing the performance of the gen-
eral and the dialect-specific MaChAmp models, the
finetuning on a small dialect-specific dataset does
not bring any improvement except for unknown to-
kens in German North Low Saxon. The MaChAmp
models in fact consistently show a better overall
accuracy when finetuned on the general gold train
data. Since the general gold train data combines
all the dialect-specific train sets, it is reasonable
to suppose that these results are driven by the size
difference between the finetuning datasets.

For Stanza, a more focused approach – here ex-

clusive training on gold data without adding auto-
matically annotated data – leads to a higher accu-
racy for lemmatizing unknown tokens. This holds
true for both Low Saxon and Occitan, with the
exception of Lemosin.

8 Discussion and Conclusion

The overall accuracy results for Low Saxon are
noticeably lower than for Occitan, around 10% on
average. One possible explanation could be the
greater orthographic variation that is likely the rea-
son behind the higher percentages of unknown and
ambiguous tokens in Low Saxon seen in Table 2.
While our Occitan corpus makes use of the same
spelling convention throughout, the Low Saxon cor-
pus contains various writing systems even within
the same dialect group. Furthermore, we trained
the models for Occitan on major dialects, whereas
we used groups of major dialects for Low Saxon.
Another reason might be found in the different di-
achronic structure of the datasets: Whereas the
Occitan data mostly comes from the 20th and 21st

century, the Low Saxon dataset covers the period
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Dutch Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 77.46±0.24 11.11±1.13 82.39±0.22

MaChAmp L+DLS 76.31±0.23 10.65±0.66 81.16±0.08

Stanza SMALL 80.41 ±0.81 21.3 ±4.72 84.45 ±0.66

Stanza COMB 78.93±0.11 14.35±1.31 81.98±0.0

(German) North Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 86.77±0.8 30.55±3.93 90.35 ±0.62

MaChAmp L+NLS 82.65±0.32 33.33 ±6.81 85.35±0.79

Stanza SMALL 84.79±0.92 33.33 ±6.81 89.01±1.08

Stanza COMB 89.6 ±0.12 30.55±3.93 89.01±0.0

(German) South Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 73.97±0.22 45.45±0.00 74.49±0.26

MaChAmp L+SLS 72.74±0.54 42.42±4.29 73.57±0.62

Stanza SMALL 78.15±0.56 46.97 ±2.14 79.42 ±1.22

Stanza COMB 79.68 ±0.08 33.33±2.14 78.44±0.0

Table 5: Dialect-Specific Lemmatization Accuracy for Low Saxon

from the 19th century to the 21st.

This greater variation might be the reason why a
sequential approach proves particularly useful for
Low Saxon. As a result of the dialectal and ortho-
graphic variation, there are many ambiguous tokens
that need to be lemmatized differently depending
on the writing system and dialect. For instance, the
character string doe typically refers to the feminine
or masculine definite article in eastern Westphalian,
where it should be lemmatized as de, whereas it
should be lemmatized as du in Gronings, where it
represents the pronoun of the second person sin-
gular. In addition, this string can stand for the 1st

person singular in the present tense of the verb
doon ‘to do’ in many dialects throughout the lan-
guage area. PoS-tagging effectively disambiguates
these three usages.

When it comes to Occitan, we noted that the
Stanza model trained only on the gold data per-
forms better than its counterpart trained on both
preannotated and gold data. This may be due to the
genre mismatch between the gold corpus (which is
predominantly literary) and the automatically anno-
tated corpus (which is extracted from Wikipedia).
MaChAmp’s finetuning approach seems to be more
robust to this, since the model trained on both pre-
annotated and gold data achieves better general
results than the the one limited to the gold dataset.

The different model behaviour we have observed
in our two low-resourced languages also warrants
a more general question: How faithfully can low-
resource scenarios be simulated by using small
amounts of data from standardized high-resource
languages? As this seems to be a relatively com-
mon practice, it would be worth investigating how
this approach actually compares to the task it is
supposed to simulate.

In conclusion, we found that the sequential ap-
proach implemented by Stanza was a good fit for
both languages. The amount of training data also
seemed to have more of an impact than dialect-
level specificity, given that the MaChAmp models
finetuned on the full gold dataset systematically
outperformed the dialect-specific models.Another
common tendency for both languages is the posi-
tive effect of using only gold data for training on
the performance of the Stanza model over unknown
tokens. This is a particularly interesting finding be-
cause it could be expected that a larger amount of
training would make the model generalize better. It
seems that in our case the reliability of the training
data was more important.

Data Access

The new annotated corpora created as part of this
work are distributed on Zenodo.

The datasets for Low Saxon are avail-
able here: https://doi.org/10.5281/zenodo.
7777282.

The large dataset for Occitan is available
here: https://doi.org/10.5281/zenodo.
7777340.

Limitations

The MaChAmp and Stanza results are not fully
comparable as we did not present the performance
of dialect-specific Stanza models here. Since
Stanza does not allow finetuning, we do not ex-
pect the small individual dialect-specific train sets
to have a strong effect compared with the much
larger amount of automatically annotated data. We
defer testing this hypothesis to future work.
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A Complementary Evaluation Results

Tool Training set Task Train cond. Test cond. ALL UNK AMB

O
cc

ita
n

MaChAmp SMALL LEM no POS, gold LEM no POS 93.57±0.06 78.74±1.14 95.08±0.28

LARGE POS+LEM pred. POS+LEM no POS 93.32±0.09 76.07±0.5 91.94±0.15

L+S POS+LEM pred. POS+LEM no POS 94.24±0.17 73.49±0.74 93.47±0.29

Stanza SMALL LEM no POS no POS 92.84±0.14 75.43±0.84 93.1±0.0

SMALL LEM gold POS+LEM pred. POS 94.68±0.03 83.16±0.21 94.86±0.0

COMB LEM pred. POS+LEM pred. POS 93.53±0.06 74.01±1.11 91.19±0.0

L
ow

Sa
xo

n

MaChAmp SMALL LEM no POS, gold LEM no POS 74.72±0.62 25.48±1.67 91.84±0.44

LARGE POS+LEM pred. POS+LEM no POS 86.69±0.31 52.01±0.89 89.14±0.46

L+S POS+LEM pred. POS+LEM no POS 81.64±0.43 56.74±0.58 83.41±0.38

Stanza SMALL LEM no POS no POS 78.7±0.23 42.38±0.9 85.09±0.0

SMALL LEM gold POS+LEM pred. POS 82.4±0.16 47.64±0.61 92.15±0.0

COMB LEM pred. POS+LEM pred. POS 83.54±0.17 55.79±2.34 83.95±0.0

Table 6: Global Lemmatization Accuracy for Occitan and Low Saxon. Dev set.

Gascon
Tool Train ALL UNK AMB

MaChAmp L+S 93.6±0.36 69.1±1.15 93.55±1.11

MaChAmp L+GAS 92.83±0.1 69.1±2.3 92.14±0.22

Stanza SMALL 94.29±0.2 79.65±0.99 96.15±0.0

Stanza COMB 90.4±0.0 68.29±0.0 87.26±0.0

Lengadocian
Tool Train ALL UNK AMB

MaChAmp L+S 94.4±0.14 75.58±0.95 93.45±0.1

MaChAmp L+LEN 94.12±0.13 74.03±1.09 93.25±0.11

Stanza SMALL 94.78±0.02 84.29±0.16 94.51±0.0

Stanza COMB 94.33±0.08 76.75±1.65 92.16±0.0

Table 7: Dialect-Specific Lemmatization Accuracy on Occitan. Dev set (there are no dialect-specific dev sets for
Lemosin and Provençau.)

Dutch Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 83.64±0.75 60.0±1.26 86.57±0.61

MaChAmp L+DLS 81.35±0.13 52.31±0.00 84.77±0.35

Stanza SMALL 84.2±0.5 50.26±2.62 87.55±0.11

Stanza COMB 84.11±0.35 55.9±3.84 84.52±0.0

(German) North Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 84.49±0.46 60.49±1.74 86.7±0.49

MaChAmp L+NLS 80.96±0.22 60.49±3.49 83.42±0.37

Stanza SMALL 83.97±0.46 45.68±1.75 87.39±0.95

Stanza COMB 87.96±0.08 65.43±1.75 88.08±0.0

(German) South Low Saxon
Tool Train All Unk Amb

MaChAmp L+S 76.82±0.07 50.34±0.96 77.63±0.11

MaChAmp L+SLS 74.25±0.71 48.3±1.92 74.68±0.88

Stanza SMALL 78.96±0.34 42.86±0.0 81.41±0.49

Stanza COMB 78.91±0.15 50.34±1.92 79.82±0.0

Table 8: Dialect-Specific Lemmatization Accuracy for Low Saxon. Dev set.
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