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Abstract
The study of low-resourced East Slavic lects
is becoming increasingly relevant as they face
the prospect of extinction under the pressure
of standard Russian while being treated by
academia as an inferior part of this lect. The
Khislavichi lect, spoken in a settlement on the
border of Russia and Belarus, is a perfect ex-
ample of such an attitude.

We take an alternative approach and study East
Slavic lects (such as Khislavichi) as separate
systems. The proposed method includes the
development of a tagged corpus through mor-
phological tagging with the models trained on
the bigger lects. Morphological tagging results
may be used to place these lects among the
bigger ones, such as standard Belarusian or
standard Russian.

The implemented morphological taggers of
standard Russian and standard Belarusian
demonstrate an accuracy higher than the accu-
racy of multilingual models by 3 to 15%. The
study suggests possible ways to adapt these tag-
gers to the Khislavichi dataset, such as tagset
unification and transcription closer to the actual
sound rather than the standard lect pronuncia-
tion. Automatic classification supports the hy-
pothesis that Khislavichi is a border East Slavic
lect that historically was Belarusian but got rus-
sified: the algorithm places it either slightly
closer to Russian or to Belarusian.

1 Introduction

Automatic classification of lects that are both
closely related and low-resourced has been the tar-
get of dialectology studies for the last two decades,
because it provides insights on the linguistic varia-
tion, used both for developing language tools and
language studies (Nerbonne et al., 1999) (Gooskens
and Heeringa, 2004) (Snoek, 2013) (Campos et al.,
2020b). However, the morphological tagging re-
sults were rarely considered to be the basis for
automatic classification. The main goal of this re-
search is to develop a morphological tagger for a

low-resourced East Slavic lect of Khislavichi with
the help of the lects that possess significantly more
resources, standard Russian and standard Belaru-
sian. After the tagger is built, the morphologi-
cal variation becomes the main subject of study:
what differences between standard Russian, stan-
dard Belarusian, and Khislavichi stop the tagger
from the correct cross-prediction between these
lects? The automatic classification of standard Rus-
sian, standard Belarusian, and Khislavichi lects
with distance-tree matrix (Bapat, 2010) demon-
strates how it is possible to specify the position
of a low-resourced lect in the context of much big-
ger lects that are phylogenetically connected to it.

The neutral term lect is used instead of dialect
and/or language because the latter often imply a
hierarchy of subjugation and one lect being consid-
ered as an inferior part of the other. The distinction
between a language and a dialect is significantly
more connected to the sphere of sociolinguistics
rather than pure linguistic variation (Otheguy and
Stern, 2011). As language classification studies
operate in terms of language distance and not lan-
guage hierarchy, all three lects are studied as equal.

Avoiding the language/dialect distinction, par-
ticularly in the study of the Khislavichi lect, is
a requisite, as its current research is heavily in-
fluenced by extralinguistic factors. By now, it is
safe to assume that Khislavichi is an East Slavic
lect, phylogenetically more closely connected to
standard Belarusian while being heavily influenced
by standard Russian as a part of the process of
an intense russification (Ba̧czkowski, 1958). This
process continues now and affects lesser Russian
lects (Daniel et al., 2019), East Slavic lects (Naza-
Accent, 2023), and the lects of ethnic groups of
diverse origins in Russia (Liberty, 2023). Even the
very name Khislavichi is transcribed into English
as Khislavic̀i (IPA: [hIsëavItCI]), with the letters ch
representing the Russian voiceless alveolo-palatal
affricate c̀ and not the native voiceless postalveolar
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affricate č which is more similar to Belarusian.

In this paper, which deals with the issue of lin-
guistic variation and classification in relation to
morphological tagging, Khislavichi lect is treated
as a separate entity equally connected to standard
Belarusian and standard Russian. Therefore, auto-
matic language classification will provide data on
its possible grouping with the other two, not its po-
sition within the language hierarchy or its inclusion
into either standard Russian or standard Belarusian.
However, while making conclusions, we should not
ignore the historical context, mainly the intensive
russification the Khislavichi lect has undergone.

Treating Khislavichi as a separate lect opens the
road to its fully independent study, as it will no
longer be considered a part of the Russian language
(Zaharova and Orlova, 2004), contrary to its place-
ment within the Russian lect in the earlier research.
This study requires the development of natural lan-
guage processing tools (NLP). The first tool in this
pipeline is generally a morphological tagger. Mor-
phological tagging is a process (and a product of
this process) that includes assigning universal part-
of-speech tags and morphological features to the
tokens (Toleu et al., 2022). Morphological tagging
is employed to get basic information on the gram-
mar structure of the lect under study. Afterwards,
it is utilised in both further processing, such as
lemmatisation or masked language modelling, and
the research of a lect, for instance, in the creation
of a lect grammar. Some studies suggest that the
results of lect automatic processing may also be
used for its classification (Campos et al., 2020b).
Morphological tagging was not considered to be
the best candidate in comparison with perplexity
(Campos et al., 2020a). However, morphological
tagging seems to be useful for the preliminary clas-
sification that presents general information on the
relationship between a small lect and the larger
ones that surround it or influence it.

The classification of lects is a process of
grouping lects by some meaningful characteris-
tics. Among such characteristics may be the his-
torical differentiation (Gooskens and Heeringa,
2004) or typological similarities (Hammarström
and O’Connor, 2013) (McGregor, 2013) (Wälchli
and von Waldenfels, 2013). The classification may
give some insights into the development of a lan-
guage or signal of a currently occurring intense
language change. In this paper, the suggestion is
to classify the lects based on the differences that

cause problems in the work of a morphological tag-
ger. The optimal algorithm is a distance-tree matrix
(Bapat, 2010). To build a tree from a triangular dis-
tance matrix collected from the models accuracy
scores we use a statistical method, UPGMA(Sokal
and Michener, 1958), implemented via biopython
package (Cock et al., 2009). It is generally used in
evolutionary biology, and probably may be success-
fully adapted for language study, as the whole idea
of tree classification had been (Schleicher, 1863).

The second section is dedicated to the previous
research on the topics of morphological tagging,
Khislavichi lect studies, and classification methods,
including the automatic ones. The third section
details the methods of morphological tagging (bi-
LSTM neural network) and automatic classifica-
tion (a distance matrix-based tree) that are going to
be implemented in the experiments. The fourth
section contains information about the datasets
used for training, evaluation, and tests of taggers.
The fifth section presents experiments and their
analysis, performed on Russian, Belarusian, and
Khislavichi material. The conclusion wraps up the
research with the final analysis of the morpholog-
ical tagger prediction efficiency and provides an
outline for future research of the Khislavichi lect
and the classification methods.

2 Related Work

The variation within the low-resourced closely-
related territorially close lects, often joined un-
der the term dialect, has been intensely studied
for the last two decades (Nerbonne et al., 1999)
(Arhangel’skij, 2021). Different methods have
been used to study the lect variation. The most
frequent, though heavily criticised (Prokić and
Moran, 2013), is the edit distance group of meth-
ods (Kosmajac and Keselj, 2020), mainly repre-
sented by using Levenshtein distance on a certain
list of words (Nerbonne and Heeringa, 1997) (Ner-
bonne et al., 1999) (Gooskens and Heeringa, 2004),
generally the Swadesh list items (Nerbonne and
Heeringa, 1997). Recent years, however, witnessed
some changes in this situation. The Swadesh list
items are no longer the ultimate solution, some
other, topic-restricted, wordlists are used (Sax-
ena and Borin, 2013) (Snoek, 2013). The meth-
ods changed as well: phonetical approach (Sax-
ena et al., 2022), the perplexity of large language
models on the task of masked language mod-
elling (Campos et al., 2020b), sequence alignment

175



approach (List, 2011), linguacultural approach
(Lewandowska–Tomaszczyk, 2021), information
theory approach (Wettig et al., 2013), and interdis-
ciplinary approach (Carling et al., 2013). Morpho-
logical taggers generally were not used to measure
language variation, but most were claimed to ben-
efit from it (Magistry et al., 2019). This article
inquires about the possible reverse situation when
language variation is measured by the results of
morphological tagging.

Automatic morphological tagging is an NLP
task that has existed for a long time (Spyns, 1996)
(Aduriz et al., 1996) (Branco and Silva, 2003)
(Berdičevskis et al., 2016) (Sierra Martínez et al.,
2018) (Ljubešić and Dobrovoljc, 2019). There
are different approaches to it, especially when
low-resourced lects are considered. Currently,
the dominating approaches are the rule-based, ad-
justed for the needs of a particular language (Gam-
bäck, 2012), and the more universal one based
on recurrent neural networks (Straka et al., 2016).
The current shift into the direction of language-
independent morphological tagging (Toleu et al.,
2022) leads to the development of taggers that can
deal with close lects (Obeid et al., 2022), which
is an essential problem, for instance, for Arabic
(Inoue et al., 2022) (Fashwan and Alansary, 2022).
Low-resourced morphological tagging is gaining
increasing recognition (ImaniGooghari et al., 2022)
(Wiemerslage et al., 2022). Now a lot of attention
is paid to the selection of data to train, evaluate,
and test a tagger on (Muradoglu and Hulden, 2022).
The old models (Qi et al., 2018) (Qi et al., 2020)
are adjusted (Scherrer, 2021) to meet the new re-
quirements of efficient training on low-resourced
closely-related lects.

Low-resourced closely-related East Slavic lects
are currently undergoing extinction (Daniel et al.,
2019), with Khislavichi being no exception (Ryko
and Spiricheva, 2022). The Khislavichi lect is a
lect of the Khislavichi settlement, which is located
on the border between Russia and Belarus. It used
to be a part of Belarusian territories until the be-
ginning of the XX century, but became a part of
Russia in 1924 (Ryko and Spiricheva, 2020). Its
study began at the beginning of the XX century
when it was characterised as a Northern Belaru-
sian dialect (Karskij, 1903) (Durnovo et al., 1915)
(though it is important to state that the Belarusian
language itself was then considered a dialect of
Russian by the “colonial scientists” from the Rus-

sian Empire). Since the 1960s Khislavichi was
considered to be a Russian dialect with Belarusian
elements becoming less and less prominent (Za-
harova and Orlova, 2004). The current consensus is
that the Khislavichi lect is a borderline lect between
Russian and Belarusian, sharing key features with
both these languages (Ryko and Spiricheva, 2022).
Yet the Russian features are mostly borrowed or in-
flicted upon this lect, and Belarusian features form
its historical core (Ryko and Spiricheva, 2022). The
question of its classification remains uncertain. For
a review of the historical and contemporary state
of the Khislavichi lect and its overall linguistic de-
scription, one should refer to Ryko and Spiricheva
(2022).

There are different ways to produce a classifi-
cation of lects (Holman et al., 2008). The idea of
splitting lects into non-hierarchical groups by per-
forming hierarchical clustering became prevalent
during the last decade (Buch et al., 2013). The clus-
tering is made automatically, as recent years have
witnessed an increasing use of quantitative meth-
ods for classification (Pastorelli, 2017) (Mironova,
2018). The algorithms that provide visualisations
for the clusters were developed as well (Korkiakan-
gas and Lassila, 2018). Some clustering solutions
are distance-based (Rama and Kolachina, 2013).

3 Method

The research is split into three parts. The mod-
els for Russian and Belarusian are prepared via
training and evaluation on the respective language
datasets to get a general picture of their perfor-
mance. After that, a cross-evaluation is performed
to see the ability of both models to generalise based
on the knowledge they have previously acquired.
Next, the predictions on the Khislavchi lect mate-
rial are made and evaluated manually. The final
stage includes the automatic classification of the
lects based on the results of the tagging evaluation.

There are different models, including the multi-
lingual pre-trained ones, that are used for the mor-
phological tagging of heterogeneous lects (Straka
and Straková, 2017) (Kondratyuk, 2019) (Kan-
erva et al., 2021). However, for this experiment,
the model for training should be as unaware of
the potential structure of Russian, Belarusian, or
Khislavichi as possible. At the same time, after
training on one lect, it should still not know the
others while possessing the ability to generalise
its previous findings for their tagging. One more
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requirement is that the model should preserve some
level of consistency while being trained on the cor-
pora that are not significantly low-resourced but
yet do not achieve the old national corpus standard
of 1 million words. The models stated previously
are either universal or underprepared for the low-
resource scenario. One possible pick that satisfies
all the requirements is the Stanza tagger, developed
at Stanford for Universal Dependencies tagging
(Qi et al., 2018) (Qi et al., 2020). It was recently
modified to use bidirectional character-level LSTM
by default, and specifically adjusted to the aims of
part-of-speech tagging, the starting point for low-
resource NLP (Scherrer, 2021). This fork is used
in this paper.

After the model is chosen, the training phase
begins. It consists of two subsequent runs of the
code, yielding two trained models, one for Rus-
sian, and one for Belarusian respectively. These
models should satisfy the requirements for overall
accuracy, overcoming the basic threshold of 50%,
and, optimistically, getting close to the threshold
of 85 – 90% overall accuracy. To exclude overfit-
ting, the additional evaluation of the model on the
previously chosen part of the dataset is performed.
The models are also compared to the previous re-
sults of morphological tagging for the Russian and
Belarusian languages to check whether their ability
to tag is not significantly lower. In the latter case,
the shift to the other language model is probably
going to be necessary.

When the conditions are met, the models are
cross-evaluated. The model that was trained on
the Russian material is evaluated on the Belarusian
material, and vice versa. This helps to evaluate the
ability of both models to generalise before the final
run is performed. There can be no expectations at
this stage, as both the Russian and the Belarusian
models are going to be trained on the monolingual
corpora. However, as both lects are East Slavic,
the models are probably going to demonstrate at
least a 20 to 30 per cent level of accuracy. At this
stage, a manual analysis by the researcher must
be performed to highlight some common mistakes
that can be made by the model that switches from
Russian to Belarusian tagging and the other way
around as well.

The final run of both models is going to be per-
formed on the Khislavichi material. As it is with
cross-evaluation runs, there is no particular thresh-
old that the models are expected to overcome. And

for Khislavichi tagging there is an additional obsta-
cle of the gold dataset absence. So, the evaluation is
performed only by overall accuracy, and both mod-
els are getting the easiest possible treatment: they
may not guess all the tags, however, if the tags they
assign are correct, they get a point. Their perfor-
mance, thus, may seem to get significantly boosted,
though, in fact, it is going to remain at the same
level as in the cross-evaluation stage. The main
expectation here is that predictions of both models
demonstrate a close accuracy score, as Khislavichi
lect is generally supposed to be located just in the
middle of the spectre between standard Russian
and standard Belarusian. If the expectation is not
met, the reasons should be provided. This leads to
the analysis of the errors the models make on the
Khislavichi material, as well as to possible expla-
nations of the most common mistakes. And if one
of the models performs abnormally well (getting
close to the monolingual evaluation level of accu-
racy, or dealing particularly well with some classes
of units), or abnormally bad (getting close to the
bilingual evaluation level of accuracy, or coping
particularly badly with some classes of units) the
rationale is also going to be given. If the results of
the two models contrast in some meaningful man-
ner, clarification is expected. The analysis should
provide recommendations for developing future
datasets and taggers for the Khislavichi dataset.

After all the accuracy scores are acquired,
the overall analysis for the whole picture of
Russian-Belarusian continuum morphological tag-
ging should be provided.

The research finishes with an attempt to automat-
ically classify the three lects of standard Russian,
standard Belarusian, and Khislavichi. For this, the
standard method of distance-tree matrix (Bapat,
2010) is applied. This method has been previously
successfully used in phylogenetic studies in biology
(Fitch and Margoliash, 1967) (Gilbert and Parker,
2022) (de Vienne et al., 2011). The borrowing of
the automatic classification method from biology
is justified, as the evolution of language and the
evolution of life share a lot of similarities (Pasquini
et al., 2023), which have been highlighted recently
(Ladoukakis et al., 2022), and the concept of lin-
guistic phylogeny tree is borrowed from biology
(Schleicher, 1863). This may lead to a new po-
tential way of lect classification, a possibility to
clusterise lects with the same computational meth-
ods as species (Wattel, 1996) (Bapat, 2010). When
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the classification is performed, the resulting trees
are drawn by a Python script that employs these
methods. The resulting trees demonstrate the clus-
terisation of the standard Russian, standard Be-
larusian, and Khislavichi lects predicted through
morphological tagging.

4 Data

Three datasets are employed for the experiments.
The first one is the corpus of the Khislavichi lect
(Ryko and Spiricheva, 2020). The second one is the
Belarusian-HSE corpus, the Belarusian Universal
Dependencies one (Shishkina and Lyashevskaya,
2021). The third one is the Taiga corpus, one of
the Russian Universal Dependencies datasets (Lya-
shevskaya et al., 2017) (Shavrina and Shapovalova,
2017).

As the Khislavichi lect and its relationship to
standard Russian and standard Belarusian form the
centre of the research, the entirety of the currently
available data should be investigated. These data
in the corpus have been collected and digitised by
A. Ryko and M. Spiricheva (Ryko and Spiricheva,
2020). These are transcribed recordings of the
interviews with the native speakers of this lect, all
born between the late 1920s and the late 1960s.

The Khislavichi data is heterogeneous. Not all
texts are presented as transcriptions, most of them
are edited into a cross between a transcription and
a standard Russian text: only the differentiating
lexemes are given in parentheses. For instance, in
kak (�k) ‘how’, kak is a standard Russian form,
and �k is a Khislavichi form. For some texts, how-
ever, transcription is available as well. Additional
complications arise from the fact that the lect was
under the process of intense russification during
the Soviet period, which manifests in the speakers
born in the late 1920s and the late 1960s speak-
ing in different manners. The common features
persist (such as using č, more similar to Belaru-
sian, and not c̀, more similar to Russian, in words
like Hislaviqah ‘Khislavichi’), however, some
radical changes in lexis start manifesting (for exam-
ple, using luk instead of cybul� for onion). The
texts are interviews, with interviewers speaking in
standard Russian.

With these issues in mind, the Khislavichi
dataset is additionally preprocessed. The latter is-
sue is resolved by the exclusion of the interviewers’
lines from the final dataset. The issue of an in-
lect heterogeneity is treated as a matter of fact, no

additional splits are performed. Where the tran-
scriptions are available, they are taken. If a pair
of standard Russian lexemes and a differentiating
Khislavichi lexeme in parentheses is met in the
texts made to resemble standard Russian, only the
differentiating Khislavichi lexeme is taken. The re-
sulting set of texts is transferred into the CoNLL-U
format, which turns it into a corpus of nearly 100
000 tokens. This corpus is split into the training,
evaluation, and test datasets (80 000, 10 000, and
10 000 tokens respectively). As the research does
not imply training the model for the Khislavichi
lect, only the test dataset is going to be used for
the later evaluation of the models trained on the
Belarusian and Russian material.

The Belarusian-HSE corpus (Shishkina and Lya-
shevskaya, 2021) is chosen to get the model able
to perform morphological tagging for Belarusian.
While there are some much larger corpora, for
instance, Belarusian N-corpus (N-corpus, 2023),
their tagging is not disambiguated and thus is im-
possible to be used for training. Additionally, these
corpora are not in open access. The Belarusian-
HSE corpus, in turn, is available in CoNLL-U for-
mat from the start and was designed with the tagger
training in mind, as this is the requirement for the
Universal Dependencies corpora. This corpus con-
sists of different text genres, from the newspapers
to the Telegram messages and community posts, so
it may safely be called a balanced representation
of the modern Belarusian language (Shishkina and
Lyashevskaya, 2021). The size of the corpus is
305 000 tokens, which makes it sufficient for the
modern taggers to be trained on, especially for the
ones that are well-adjusted for the Universal De-
pendencies low-resourced datasets (Qi et al., 2018).
The corpus is split into the training, evaluation, and
test parts in 80/10/10% proportion, as is generally
the case with the Universal Dependencies datasets.
In contrast to the Khislavichi dataset, training and
evaluation parts are going to be used in the train-
ing phase to get the model for tagging Belarusian
texts. The test part is going to be used for the fi-
nal evaluation of this model, as well as for testing
the ability of the model trained for the tagging of
Russian texts, which subsequently will aid the au-
tomatic classification of standard Russian, standard
Belarusian, and Khislavichi lects.

The Russian corpus, in its turn, should meet one,
but a very strict condition. It should match the
Belarusian-HSE corpus in size, the precision of
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manual tagging, and adjustment for the taggers that
are designed for the data in Universal Dependen-
cies (CoNLL-U) format. Again, there are giant
corpora, consisting of billions of words, such as the
Russian National Corpus (Corpus, 2023), but they
are not in open access, and, what is much more
important, their tagging is not fully disambiguated.
There is even a big Universal Dependencies corpus,
1.5 million words SynTagRus (Droganova et al.,
2018). However, its use is going to give an advan-
tage to the Russian model. It is going to train better
on a significantly bigger corpus. So, a smaller
corpus should be used. The Taiga corpus (Lya-
shevskaya et al., 2017) (Shavrina and Shapovalova,
2017), with an overall size of 197 000 tokens, is
proposed as a suitable candidate. This corpus is
prepared in a Universal Dependencies format and
designed specifically for tagging tasks. It is smaller,
though not greatly, than the Belarusian-HSE cor-
pus. It is also balanced, and quite representative
of modern Russian, containing blog texts, news
texts, fiction (including poetry) texts, Wikipedia
articles, as well as different texts from social me-
dia (Lyashevskaya et al., 2017). It is split into the
training (80%), evaluation (10%), and test (10%)
parts. As with Belarusian, the model is going to be
trained with the use of the training and the evalu-
ation parts of the dataset. After this, the test part
of the dataset will be used for the evaluation of
the trained model as well as the model trained on
the Belarusian dataset, supplying the data for the
automatic classification of the lects.

Both Belarusian-HSE and Taiga contain a signifi-
cant amount of texts from social media, a genre that
is as close to the main Khislavichi corpus genres,
everyday talks and events retelling. This should
eliminate genre elements from affecting accuracy
scores of the models.

5 Experiments and Analysis

The starting point is testing the models in the lan-
guages they were trained on. Thus, the first exper-
iment includes testing the model that was trained
on the standard Russian Taiga corpus on the test
subset of this corpus, and testing the model that
was trained on the standard Belarusian corpus on
the test subset of its corpus.

After that, cross-evaluation is performed: the
model that was trained in standard Russian is tested
on the test dataset from the Belarusian corpus, and
vice versa. The evaluation highlights the main dif-

Model PoS + Feats PoS UFeats
UD 63.0% 86.4% 69.2%

Stanza(m) 92.99% 96.96% 83.81%

Table 1: Comparison of morphological tagging for
Belarusian-HSE by UDPipe (Straka and Straková, 2017)
and modified Stanza (Scherrer, 2021). The best results,
here and afterwards, are given in bold.

ficulties the models face while tagging a closely-
related lect.

In the last experiment, both these models are
tested on the restricted test dataset from the
Khislavichi lect, with an in-depth analysis of the
reasons why each of the models succeeds in tag-
ging of particular language units and fails in others.
Some preliminary predictions on how the classifi-
cation may look like are made at this stage.

The final analysis includes the comparison and
the discussion of the experiments results, putting
each of them in the general context of the research.
Two possible ways for the following automatic clas-
sification of lects, based on the morphological tag-
ging evaluation results, are suggested and realised.
The pro et contra for both of them is given.

5.1 Monolingual Experiments
The first model to train was a Belarusian one. It
achieved an almost perfect part-of-speech tagging
accuracy of 97% and morphological features tag-
ging accuracy of close to 85%. The results of the
model run on the test part of the dataset were com-
pared to UDPipe, a multilingual morphological
tagging model presented in Straka and Straková
(2017). The comparison is performed by PoS +
Feats (both morphological features tagging and
part-of-speech match), PoS (part-of-speech match),
and UFeats (morphological tagging exact match).
The summary of this comparison is presented in
Table 1.

A modified Stanza tagger provides a more effec-
tive tagging than UDPipe. However, UDPipe is a
multilingual model, and this Stanza version was
specifically trained for Belarusian, so it is incorrect
to make a direct comparison. For this research,
it is enough to state that the model is sufficiently
trained, and does not overfit.

The next model to train was a Russian one. It
achieved the part-of-speech tagging accuracy of
94%, and 76% accuracy for morphological features.
The results for the Russian model were compared
to the results of the UDPipe model on the Taiga
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Model PoS + Feats PoS UFeats
UD 86.4% 75.8% 74.0%

Stanza(m) 87.98% 93.63% 76.45%

Table 2: Comparison of morphological tagging for
Russian-Taiga by UDPipe (Straka and Straková, 2017)
and modified Stanza (Scherrer, 2021).

Direction PoS +
Feats

PoS UFeats OOV

Ru >
Bel

56.47% 67.46% 43.83% 73.84%

Bel >
Ru

58.9% 68.07% 51.63% 60.8%

Table 3: Comparison of morphological tagging for
Belarusian-HSE by the model trained on Taiga (Ru >
Bel) and morphological tagging for Taiga by the model
trained on Belarusian-HSE (Bel > Ru). The architecture
of both models is the modified Stanza (Scherrer, 2021).

corpus. The comparison is given in Table 2.
The modified Stanza tagger again outperformed

the UDPipe one (and proved its ability to efficiently
operate under the lacking lect resources - both
Taiga and Belarusian-HSE are not particularly big
corpora), though this time not by a huge margin.
This may be due to the fact that the training ma-
terial for UDPipe run on Russian included more
data than the training material for UDPipe run on
Belarusian, or to the inner workings of the modi-
fied Stanza tagger, which was unable to train on the
Taiga corpus. In any case, as this tagger beat the
multilingual one, its results for Russian may also
be called sufficient for further experiments.

5.2 Cross-evaluation between Russian and
Belarusian

The next experiment was the run of the Belarusian-
HSE-trained model on the test set of Taiga, and
the run of the Taiga-trained model on the test set
of Belarusian-HSE. This was conducted to evalu-
ate the generalisation ability of the models and to
detect whether some specific factors make cross-
prediction between the lects easier or harder. The
results are presented in Table 3.

The out-of-vocabulary (OOV) rate of the Belaru-
sian model is smaller than the out-of-vocabulary
rate of the Russian model, which is probably due
to the Russian influence on Belarusian, and overall
heterogeneuity of the Belarusian corpus. The size
of the corpus hardly matters: the model, trained

on downsampled Belarusian corpus, showed the
same results in cross-evaluation experiments. In
each possible category of comparison this model
is slightly better, which is especially obvious in
morphological features tagging. However, its accu-
racy falls more significantly (for instance, 34.09%
against 31.41% in the exact morphological tagging
category), which may indicate that it is overfitting
for the Belarusian language.

Not all the errors that the Belarusian model
makes support this theory. There are some strange
ones, like tagging ) as a punctuation mark and not a
symbol when it is used as a smile. This is clearly an
annotation schema difference. Sometimes not all
glosses are used: for instance, Tense=Pres (the one
that denotes present tense) is missing from the tag-
ging of verb rexaets� ‘solve-PRES.3SG.REFL’.

However, most errors are connected to the fact
that the model was trained on the monolingual
dataset. There are cases of words unknown in
Belarusian but very frequent in Russian, such
as otliqno ‘excellently’ consistently tagged as
nouns. Words that end with t~ are often verbs in
Belarusian, yet in Russian, there are words like
pust~ ‘let it be’, which are not verbs but particles,
and this confuses the model. One more type of
error that is connected with language interference:
the model tags da ‘and’ as a preposition ‘to’, which
it is in Belarusian.

The errors that the Russian model makes while
tagging the Belarusian dataset are of the similar
type. For instance, it incorrectly adds glosses
like NameType=Geo ‘geographical proper name’
to the words like Ey̌rasa�za‘European Union.-
GEN.SG’. A lot of mistakes are connected to the
difference in the alphabets. Thus, Belarusian i and
Russian i both mean ‘and’, which are pronounced
in basically the same way, but due to the graphic
differences i is not tagged as a coordinative con-
junction and is tagged as a noun instead.

The errors of the Russian model put the errors of
the Belarusian model in context. The bigger vocab-
ulary of the Belarusian model leads to a higher level
of language interference in this model, and thus its
generalisation ability seemed to be worse than that
of the Russian one. In fact, though, the generali-
sation ability of both the models is not great, both
models fail in tagging a completely different lect
in comparison to tagging the lect they were trained
on. However, they retain a level of accuracy in
which it is preferable to use them instead of the
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Direction Accuracy
Ru > Khi 70.06%
Bel > Khi 54.75

Table 4: Comparison of morphological tagging for the
Khislavichi dataset by the models trained on Taiga (Ru >
Khi) and Belarusian-HSE (Bel > Khi). The architecture
of both models is the modified Stanza (Scherrer, 2021).

random assignment of parts of speech and mor-
phological features (which would get 40 to 60%
accuracy score). It is true for all the cases of the
Belarusian model; the Russian model fails in the
exact morphological features match task, yet it is
often due to the tagset differences. Russian model
tends to overtag, assigning more tags than there are
in the original dataset. Sometimes it may be even
treated as a correct assignment: PronType=Dem,
demonstrative pronoun tag, for g�ta ‘that’. Thus,
the Russian and the Belarusian models both may
be used for preliminary tagging of closely-related
East Slavic lects. The Khislavichi lect is a suit-
able candidate due to its strong connection to both
standard Russian and standard Belarusian.

5.3 Evaluation on the Khislavichi Dataset

The last run of the models was conducted on the
test part of the Khislavichi dataset, consisting of
nearly 8000 tokens.

The issue with the Khislavichi dataset is that
there are no gold data for it, and thus the evaluation
had to be done manually, which may have led to
some errors and inconsistencies, as any kind of hu-
man validation is going to. The only criterion of the
evaluation was the total accuracy. As these models
were previously proven to not perform efficiently
on the lects they had not been trained on, the cri-
terion is made to be very soft. It is enough for a
model to not make an overt error to score. A model
may not guess all the glosses, due to the annotation
schema differences, but if all the glosses that model
predicted are correct, it scores. The results of the
experiments on Belarusian and Russian models are
presented in Table 4.

These results seemingly differ from the ones that
were acquired previously. Here, the Russian model
demonstrates a much higher level of accuracy than
the Belarusian. Its score is closer to its part-of-
speech score in Belarusian, while the Belarusian
model score is closer to its joined part-of-speech
and morphological feature tagging score in Russian.
What does this mean?

Input /
Target
lect

Rus-
sian

Bela-
ru-
sian

Khi-
slavichi

Russian 0.88
Belarusian 0.59 0.93
Khislavichi 0.55 0.7 0

Table 5: Russian-centred distance matrix

Input /
Target
lect

Bela-
ru-
sian

Rus-
sian

Khi-
slavichi

Belarusian 0.93
Russian 0.57 0.88
Khislavichi 0.7 0.55 0

Table 6: Belarusian-centred distance matrix

The models do not perform in an unusual way
for them, even statistically. The ability of the Rus-
sian model to generalise is enough to get 70% of
part-of-speech tags correctly in at least some East
Slavic lects. The Belarusian model may meet a
higher concentration of its faux amis in the dataset,
as it has a bigger vocabulary. The Russian model,
however, also meets a lot of language interference.
Thus, both models are confused with the afore-
mentioned word da. In the Khislavichi dataset, it
mostly takes an interjection role and the meaning
‘yes’. The Russian model treats it as a coordinative
conjunction, and the Belarusian one – as a preposi-
tion. Both are mistaken.

Both models are sometimes fined due to the fea-
tures of the Khislavichi dataset. Thus, //, which
is meant to be a punctuation mark of a big pause
in the speech, is consistently tagged by both mod-
els as a symbol. The same may be said about all
the fragmentary tokens, denoted with the = sign at
the end of the word. They should be tagged as X,
non-word, yet the datasets the models were trained
on do not possess examples of such cases, so the
models fail in tagging these particular units.

Nearly 80% of the Khislavichi dataset is pre-
sented not as a transcription, but almost as a trans-
lation into the Russian language, so it is signifi-
cantly easier for the Russian model to tag. When
it meets raw transcribed tokens, such as zahoqyt~
‘want-FUT.3.SG’ (which it tags as an infinitive),
it often does not score. In contrast with the Rus-
sian model, the Belarusian one, while facing these
transcribed tokens of Khislavichi origin, success-
fully tags them: the transcription often makes
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Figure 1: Belarusian-centered distance tree, built with
UPGMA (Sokal and Michener, 1958)

Khislavichi tokens look more similar to Belarusian.
The Belarusian model meets the same kind of

issues with the words that contain <w> (the labio-
velar approximant transcription, designated as <y̌>
in Belarusian. It does not correctly tag these words
due to the alphabet differences. The same may be
said for the items like iG ‘them’, which is written
as ix and ih in Belarusian and Russian respectively.

There are few mistakes connected to the sys-
temic differences between Russian or Belarusian
and Khislavichi. They are mostly sparse and hidden
by writing system-based errata. There are, however,
some common issues. Belarusian-trained model
often predicts nouns like bol~ ’pain’ as mascu-
line, which they are in Belarusian. Russian-trained
model assigns Aspect=Perf to words like l��yt

in the contexts where they are Aspect=Cont. This
preference probably comes from the perfective con-
texts being more frequent in Russian.

Contrarily to the first impression, the attempt
at tagging Khislavichi did not create an anomaly.
There are two key reasons for the Russian-trained
model performance boost, and the Belarusian-
trained model performance remaining at the same
level: the Khislavichi dataset transcription is forced
to a form resembling standard Russian, and the
sounds that Khislavichi and Belarusian share are
transcribed differently in the dataset. It produces a
lot of noise that interferes in the actual results.

5.4 Automatic Classification

The experiments results are grouped into the two
possible distance matrices, presented in Table 5
and Table 6. The first matrix is centred around
the standard Russian model, and the second one -
around the standard Belarusian one. The per cent
values of accuracy are replaced by a floating-point
value. Khislavichi do not have gold data, so the
accuracy score of the model, trained on it, is 0.

Using these two matrices, two distance trees
are built with UPGMA (Sokal and Michener,
1958). They are presented in figures 1 (Belarusian-
centered) and 2 (Russian-centered). The trees are

Figure 2: Russian-centered distance tree, built with
UPGMA (Sokal and Michener, 1958)

very similar. When the focus is on the failures of
a model trained on one of the standard Russian
and standard Belarusian lects, it shifts the other
one closer to the Khislavichi lect. For the classifi-
cation to be more precise, grapholinguistic issues
should be resolved and an additional model should
be trained on the Khislavichi material.

6 Conclusion

The models for morphological tagging of Russian
and Belarusian, based on the architecture provided
in Scherrer (2021), beat the previous results set
by the multilingual models by a significant margin
for both Belarusian and Russian. Both models
demonstrated the ability to perform a moderately
successful tagging of the closely-related lects.

The cross-evaluation results and the results of
evaluation on the Khislavichi dataset show that
the Russian and Belarusian models may be used
for the preliminary tagging of closely related low-
resourced East Slavic lects. The classification by
the results of morphological tagging retains the
same uncertainty level of the Khislavichi lect posi-
tion among the other East Slavic lects as the classi-
fications reviewed in Ryko and Spiricheva (2022).
In the current dataset orthography state, the rea-
sonable conclusion is the Khislavichi dataset be-
ing classified as borderline between Russian and
Belarusian datasets, not the Khislavichi lect - as
borderline between Russian and Belarusian (the
same notion for Italian presents Davis (2017)).

We are going to modify and implement the
presented automatic classification method for the
bigger number of lects, and use the transformed
and tagged Khislavichi corpus for the further
Khislavichi lect processing. The corpus probably
will later become a Universal Dependencies part.
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