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Abstract

Collecting texts from the web enables a rapid
creation of monolingual and parallel corpora of
unprecedented size. However, unlike manually-
collected corpora, authors and end users do
not know which texts make up the web collec-
tions. In this work, we analyse the content of
seven European parallel web corpora, collected
from national top-level domains, by analysing
the English variety and genre distribution in
them. We develop and provide a lexicon-based
British-American variety classifier, which we
use to identify the English variety. In addition,
we apply a Transformer-based genre classifier
to corpora to analyse genre distribution and
the interplay between genres and English vari-
eties. The results reveal significant differences
among the seven corpora in terms of different
genre distribution and different preference for
English varieties.

1 Introduction

Collecting text corpora in an automatic manner, by
crawling web pages, allows for quick gathering of
large amounts of texts. With this approach, the
MaCoCu1 project (Bañón et al., 2022h) aims to
provide some of the largest freely available mono-
lingual and parallel corpora for more than 10 under-
resourced European languages. However, in con-
trast to manual text collection methods, the dis-
advantage of automatic methods is that both the
corpora creators and the users do not know what
the overall quality of the dataset is, and what type
of texts the collections consist of (Baroni et al.,
2009). The MaCoCu corpora address this issue by
providing rich metadata, including information on
source URLs, paragraph quality, translation direc-
tion, English varieties, and genres. In this paper,
we present two of the text classification methods,
used to automatically enrich massive corpora with
meaningful metadata: English variety classification

1https://macocu.eu/

and automatic genre identification. We show how
they provide a better insight into the differences
between corpora.

There is limited research on the use of British
and American English in the non-native English-
speaking countries. Previous findings show that
these English varieties are preferred to a different
extent in different educational systems (Forsberg
et al., 2019), translation services (Forsyth and Cay-
ley, 2022) and on different national webs (Atwell
et al., 2007). However, to the best of our knowl-
edge, there is no freely available classifier between
American and British English which would allow
easy identification of an English variety in large
corpora, and thus allow for a corpus-based research
of this phenomenon on a larger scale. To this end,
we develop a fast and reliable classifier which is
based on a lexicon of variety-specific spellings and
words. In addition, we also compare the web cor-
pora in terms of genres. Genres are text categories
which are defined considering the author’s purpose,
common function of the text, and the text’s con-
ventional form (Orlikowski and Yates, 1994). Ex-
amples of genres are News, Promotion, Legal, etc.
In addition to providing a valuable insight into the
dataset content, information about the genre of the
document was shown to be beneficial for various
NLP tasks, including POS-tagging (Giesbrecht and
Evert, 2009), machine translation (Van der Wees
et al., 2018) and automatic summarization (Stewart
and Callan, 2009).

The main contributions of our paper are the fol-
lowing:

1. We present a freely available American-
British variety classifier that we make avail-
able as a Python package2. The classifier is
based on a lexicon of variant-specific words
and is thus reliable and fast. In contrast to
deep neural models that are trained on varying

2https://pypi.org/project/abclf/
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texts, deemed to represent different varieties,
the classifier cannot be influenced by any bias
in the training data, such as differences in top-
ics or proper names, and its predictions are ex-
plainable. The classifier can be applied to any
English corpus with texts of sufficient length
and could be used for researching which En-
glish variety is preferred in different national
web domains, official translations, school sys-
tems and so on.

2. We introduce a method of comparing large
web corpora and obtaining additional insight
into their contents based on English variety
and genre information. We apply the En-
glish variety and genre classifier to 7 paral-
lel web corpora harvested from the following
European national webs: Icelandic, Maltese,
Slovene, Croatian, Macedonian, Bulgarian
and Turkish. The results show that English
variety and genre information reveal differ-
ences between these datasets. These insights
provide useful information to corpora creators
and researchers that use the corpora for down-
stream tasks, such as training language mod-
els and machine translation models, as well as
performing corpus linguistic studies on these
corpora.

The paper is organized as follows. We first
present the related work on English variety identi-
fication and automatic genre identification in Sec-
tion 2. In Section 3, we present the web corpora
to which we apply the classifiers, described in Sec-
tion 4. The results in Section 5 show that these
approaches reveal important differences between
the corpora. The paper concludes with Section 6,
where we summarize the main findings and present
future work.

2 Related Work

Diatopic variation, that is, variation among national
varieties of the same language (Zampieri et al.,
2020), can be approached similarly to variation be-
tween different languages. Two main approaches
in language identification of English varieties are
1) corpus-based text classification and 2) lexicon-
based text classification. In corpus-based classifica-
tion, researchers use datasets which have a known
origin of the texts as a reference based on which the
classifiers are trained and evaluated, while lexicon-
based classifiers identify varieties based on a list of

variety-specific words or spelling variants.

Most previous studies on identification of En-
glish varieties were corpus-based (Lui and Cook,
2013; Utomo and Sibaroni, 2019; Cook and Hirst,
2012; Dunn, 2019; Simaki et al., 2017; Rangel
et al., 2017). The advantage of corpus-based clas-
sification is that as the model is trained on actual
text collections, it could show the differences in
the varieties as they appear “in the wild”, and re-
searchers do not need a profound knowledge of
lexical differences between the varieties that lin-
guists are aware of. To obtain reference datasets
that are large enough to be used for training the
model, researchers most often used or constructed
web corpora (Atwell et al., 2007; Lui and Cook,
2013), using the national top-level domains as in-
dicators of the text origin (e.g., .uk for British En-
glish), journalistic corpora (Zampieri et al., 2014),
national corpora (Lui et al., 2014; Utomo and Siba-
roni, 2019), such as the British National Corpus
(BNC) (Consortium et al., 2007) , and/or social
media corpora (Dunn, 2019; Simaki et al., 2017;
Rangel et al., 2017), consisting of texts from Twit-
ter and Facebook, where the variety is assigned to
texts based on the metadata about the post or its
author.

However, one of the major drawbacks of this
approach is that it is assumed that the texts from
a specific top-level domain or posted to social me-
dia from a certain location are written by a native
speaker of this variety, while this is hard or im-
possible to verify. In addition, web, national and
journalistic corpora can contain cross citations and
republications (e.g., a British text that was repub-
lished by an American newspaper website and vice
versa). This was revealed for the DSL corpus col-
lection, used in the Discriminating between Similar
Languages (DSL) shared task 2014, where 25% of
texts were discovered to be likely annotated with
the wrong English variety (Zampieri et al., 2014).
Another drawback of the corpus-based approach is
that training on text collections can introduce vari-
ous bias into the classification task. As no parallel
corpus of English varieties exists, the classification
is based on two or more separate collections of
texts. The datasets which represent each variety do
not differ only in language specificities, but also in
content and style. This hinders learning truly repre-
sentative differences between the varieties, and the
classification models might learn to differentiate
between the datasets based on other differences,
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unrelated to varieties, such as topic (Kilgarriff and
Kilgarri, 2001; Tiedemann and Ljubešić, 2012).

An alternative approach to the corpus-based clas-
sification is lexicon-based. It has been used by
Lui and Cook (2013) who devised a “variant pair”
classifier based on the VarCon lexicon of spelling
variants (Atkinson and Titze, 2020). This approach
does not introduce any biases, related to the cor-
pora content, and the classification is explainable.
However, its disadvantage is that as it relies on a
specific list of words, if none of the words occur in
a text, its variety is unknown, meaning that some
texts in the corpus may remain unclassified.

While research on automatic identification of
English varieties is rather limited, automatic genre
identification (AGI) has been an established text
categorization task ever since the advent of the
world wide web. As genre information is very
useful for obtaining better hits to a query in infor-
mation retrieval tools, used on the web, there has
been large interest for genre identification in the
area of information retrieval (see Roussinov et al.
(2001); Vidulin et al. (2007)). In addition, with
the emergence of technologies for automatic col-
lection of text corpora, an interest for tools for AGI
emerged also in the field of corpora creation and
curation. To this end, genre researchers devised
sets of genre categories which aim to cover all of
the diversity of texts found on the web, and pro-
vided manually annotated datasets (see Egbert et al.
(2015); Sharoff (2018); Kuzman et al. (2022b)).
Classification of genres was shown to be a hard
task as texts can display characteristics of multiple
genres (Sharoff, 2021), and most genre classifica-
tion models were not able to generalize outside
of the dataset on which they were trained (Sharoff
et al., 2010). However, recent advances in deep neu-
ral technologies led to a breakthrough in this field,
and Transformer-based language models (Vaswani
et al., 2017), fine-tuned on manually-annotated
genre datasets, showed the ability to identify gen-
res in various web corpora and languages (see
Rönnqvist et al. (2021); Kuzman et al. (2022a)).
Following encouraging results, Transformer-based
genre classifiers have started to be applied to web
corpora to provide genre information as metadata.
For instance, as part of newly available massive
Oscar web corpora, 351 million documents in 14
languages were enriched with genre information
(Laippala et al., 2022).

Dataset Size Text length
MaCoCu-tr-en 193,782 184
MaCoCu-hr-en 91,619 172
MaCoCu-sl-en 91,459 190
MaCoCu-bg-en 88,544 170
MaCoCu-mt-en 21,376 300
MaCoCu-mk-en 20,108 194
MaCoCu-is-en 11,639 201

Table 1: Comparison of English datasets, extracted from
the parallel corpora, in terms of size (number of English
texts) and median text length in words.

3 Datasets

In this paper, we compare seven parallel web
corpora, created in the scope of the Ma-
CoCu project (Bañón et al., 2022h): Croatian-
English MaCoCu-hr-en (Bañón et al., 2022b),
Slovene-English MaCoCu-sl-en (Bañón et al.,
2022f), Bulgarian-English MaCoCu-bg-en (Bañón
et al., 2022a), Macedonian-English MaCoCu-mk-
en (Bañón et al., 2022d), Turkish-English MaCoCu-
tr-en (Bañón et al., 2022g), Icelandic-English
MaCoCu-is-en (Bañón et al., 2022c) and Maltese-
English MaCoCu-mt-en (Bañón et al., 2022e) cor-
pus. The corpora were created by crawling the
national top-level domains, e.g. the Slovenian top-
level domain .si for the English-Slovene dataset
MaCoCu-sl-en. Important to note is that the crawl
primarily focused on the top-level domain crawl-
ing, but was allowed to harvest data from generic
domains (.com, .net etc.) if the domain proved to
have enough data in the language being crawled.
Websites containing the target language and En-
glish were identified and processed with the Bitex-
tor3 tool.

3.1 Preparation of Datasets
The corpora we analyse are available in a sentence-
level and paragraph-level format. Based on the
information on the URL of the original document
and metadata on the position of the sentence in
this document, we took English sentences from
the sentence pairs in the sentence-level format and
created a document-level corpus of English texts
from each parallel corpus.

We applied the American-British variety classi-
fier and genre classifier to the documents. Finally,
as a post-processing step, we filtered out texts with
noisy genre predictions, that is, based on manual

3https://github.com/bitextor/bitextor
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inspection, we decided to remove texts that were
annotated with two less reliable and very infrequent
labels – Forum and Other –, and texts with labels
where the confidence of the genre classifier was
low. This post-processing step amounted to around
10% of documents being discarded from the final
corpora. The code for the dataset preparation, en-
richment and analysis of the results is published on
GitHub for the purposes of reproducibility4.

3.2 Final Datasets

The final sizes of datasets, used in our comparisons,
are shown in Table 1. The Turkish corpus is the
largest, consisting of almost 200,000 English texts,
followed by the Croatian, Slovenian and Bulgar-
ian corpora with around 90,000 English texts. The
smallest corpora are Maltese, Macedonian and Ice-
landic with 10,000 to 20,000 English texts. Table 1
also shows differences between the median length
of texts. While the median text length in most
datasets is between 170 and 200 words, the Mal-
tese stands out with longer texts with the median
length of 300 words.

4 Enrichment of Datasets

4.1 American-British Variety Classifier

Although there exist numerous English varieties
throughout the world, including Indian English,
New Zealand English, Irish English, etc., in this pa-
per, we focus on differentiating between American
and British English, which are often considered
as the main varieties of standard English (Quirk,
2014). To avoid topic-related and other biases that
come with training a classifier on any reference
corpora, we opted for the lexicon-based approach.
At the same time, as the classifier is based on a
lexicon of variety-specific words and spellings, it
has a limited coverage: it cannot classify texts if
they do not contain any of variety-specific words.
However, to obtain reliable results, we opted for a
high precision approach rather than high recall.

To create our classifier, we used the VarCon lex-
icon of different spellings and vocabularies (Atkin-
son and Titze, 2020) which is based on various
dictionaries and resources on spelling differences.
We extracted British and American variety-specific
words from the lexicon. To improve the classi-
fier’s performance and reliability, a researcher with
a translation background inspected the list. We

4https://github.com/TajaKuzman/
Applying-GENRE-on-MaCoCu-bilingual

discarded rare words and words that are specific
for one variety solely when used as a certain part-
of-speech type, e.g. can (noun, as opposed to tin,
while the verb can is used in both varieties), or in a
certain context, e.g., rubber (as opposed to eraser,
while the material rubber is used in both varieties).
Multiple English dictionaries were consulted as a
reference, including Oxford Advanced Learner’s
Dictionary of Current English (Hornby, 1995) and
the online Cambridge dictionaries5.

The final size of the lexicon is 6,041 words. It
includes spelling differences, such as “-our” versus
“-or” (Br. behaviour, Am. behavior), “-ll-” versus
“-l-” (Br. bejewelled, Am. bejeweled), “-ae-” versus
“-a-” (Br. anaemia, Am. anemia), “-re” versus “-er”
(Br. theatre, Am. theater). While the great ma-
jority of words in the lexicon are spelling variants,
there are also some variety-specific words, such as
Br. lorry and Am. beltway.

Since the spelling variant “-ise” (apologise, crit-
icise, etc.) is specific for British English, while
its alternative “-ize” is used in both American and
British English, we included only the British “-ise”
variants of these words. Consequently, the lexicon
is unbalanced towards British. It consists of 4,368
British words and 1,673 American words. In this
paper, we trained the classifier on the unbalanced
lexicon. However, we also provide a balanced lexi-
con by discarding the British “-ise” spelling vari-
ants, and allow an option of using the classifier with
the balanced lexicon. It consists of 3,268 words:
1,652 American and 1,616 British words. Both lex-
icons are made available along with the code of the
classifier6.

The American-British variety classifier trans-
forms the input text into lower case and counts the
number of variety-specific words from the lexicon
that are present in the text. If no variety signal is
present, the text is classified as “unknown”. If one
variety is at least twice as present than the other,
the text is classified as the prevalent variety, either
as British or American. If both varieties are present
in a similar extent, the text is classified as a “mix”.
The resulting classifier is fast and explainable. It
classifies a text of an average length from the Ma-
CoCu corpora (190 words) in 0.25 ms and a text of
1,000 words in 1.2 ms.

We analysed the classifier’s reliability by per-
forming a manual analysis of the lexicon it is based

5https://dictionary.cambridge.org/dictionary/
6https://github.com/macocu/

American-British-variety-classifier
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Dataset Size (texts) Median length Coverage Accuracy Mix
DSL-TL dev 599 30 12% 94% 0.1%
GloWbE + NOW 1,445 634 66% 90% 4.0%
PAN17 test 800 1,391 78% 94% 12.0%

Table 2: The size of datasets, used for testing the coverage and performance of American-British classifier, in
terms of number of texts, and the median length of texts in terms of number of words. The coverage shows what
percentage of texts was assigned a variety label (American or British) as opposed to the labels “unknown” or “mix”.
The accuracy is calculated only for the texts that were assigned a variety label. Mix shows the percentage of texts
which include words from both varieties.

on, and by improving the lexicon by using the En-
glish dictionaries as a reference. We also evaluated
the performance of the classifier on three datasets,
annotated with English varieties: 1) the web cor-
pora GloWbE (Davies, 2013) and NOW (Davies,
2016), 2) the manually-annotated news DSL-TL
dataset, and 3) the Twitter PAN17 dataset (Rangel
et al., 2017). We evaluated the classifier in two cri-
teria: coverage – in what percentage of the texts it
recognizes a variety instead of categorizing them as
“UNK” (unknown) or “MIX” – and performance,
calculated for the texts to which a British or Amer-
ican variety is assigned.

To test the classifier on web-corpus-like con-
tent, we applied it over samples of the Corpus
of Global Web-based English (GloWbE) (Davies,
2013) and the News on the Web (NOW) corpus
(Davies, 2016). The GloWbE corpus is a web cor-
pus, collected by searching frequent n-grams on
Google, while the NOW corpus consists of texts
from web-based newspapers and magazines. While
the corpora consist of texts from around 20 English-
speaking countries, we used only texts from United
Kingdom and United States. The sample is bal-
anced between the two varieties and consists of
around 1,400 texts. As shown in Table 2, our clas-
sifier identified a British or American variety in
two thirds of texts (66%) and 90% of them were
predicted correctly.

Similar results were obtained on the Twitter
dataset7 from the PAN 2017 shared task on author
profiling (Rangel et al., 2017). The English part of
the dataset comprises tweets, originating from the
United States, Great Britain, Ireland, Canada, Aus-
tralia and New Zealand. However, we used only
texts from Great Britain and United States. For
each author, 100 tweets were collected and con-
catenated into one text instance, and the assigned
language variety was based on the location from

7The PAN17 dataset is available at https://zenodo.org/
record/3745980#.ZBxM3HbMI2w.

which the author mostly posted tweets. We applied
the American-British classifier on the test split of
the dataset, which consists of 800 texts with the me-
dian text length of around 1,400 words. As shown
in Table 2, the American-British variety classifier
identified a variety in 78% of texts with accuracy
of 94%. Out of the unidentified texts, 12% were
revealed to consist of words from both varieties
which might point toward lower reliability of this
dataset.

In contrast, the classifier performed poorly when
tested on the DSL-TL dataset8. The dataset is a
subset of the DSLCC dataset (Zampieri et al., 2014)
that was manually annotated with American and
British English variety labels for the VarDial 2023
shared task on discriminating between similar lan-
guages. At the time of writing the paper, the test
set with labels has not been published yet, so we
tested our classifier on the development split. The
dataset consists of excerpts from journalistic texts
which are rather short – the median text length of
the texts in the dev subset is only 30 words. The
texts were shown to be too short to provide any sig-
nal of English varieties to our classifier. As shown
in Table 2, it recognized English varieties in only
12% of texts. However, its accuracy on the labeled
texts was high, reaching 94%.

The comparison of results on the three datasets
shows a high reliability of the classifier on the texts
that were predicted to be British or American. It
also nicely shows its limitations, connected with
the length of texts. Results in Table 2 show very
clearly, but also very expectedly, that the longer the
texts are, the bigger is the classifier’s coverage.

8The dataset is available at https://github.com/
LanguageTechnologyLab/DSL-TL
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4.2 Genre Classifier

To obtain information on genres in the corpora,
we used the X-GENRE classifier9, a multilin-
gual classifier which categorizes texts into genres.
It uses the following genre categories: Informa-
tion/Explanation, Instruction, News, Legal, Pro-
motion, Opinion/Argumentation, Prose/Lyrical, Fo-
rum and Other (see the description of the labels in
Appendix A). The classifier is based on the base
size multilingual XLM-RoBERTa Transformer-
based model (Conneau et al., 2020). It was fine-
tuned on a combination of three datasets, manually
annotated with genre labels: English CORE (Eg-
bert et al., 2015), English FTD (Sharoff, 2018) and
Slovene GINCO (Kuzman et al., 2022b) dataset.
Each of the datasets has their own set of categories,
which were mapped into a joint schema. The rea-
son for using multiple datasets instead of just one
is to assure better generalization of the model to
new datasets and languages.

We manually annotated around 150 English texts
from the Slovene MaCoCu-sl-en corpus to analyse
the reliability of the genre classifier on the Ma-
CoCu datasets. Based on that, the genre classifier
reached macro F1 of 0.73 and micro F1 of 0.88.
Analysis showed that we can eliminate some noisy
predictions by removing texts, annotated as Forum
and Other, and texts, predicted with low confidence
level, obtained from the raw output. As the main
goal of this study is to analyse global differences
between MaCoCu datasets, we decided to remove
less reliably predicted instances, as described in
Section 3.1, to perform comparison only on the
most reliable data. With this intervention, while
sacrificing the model’s coverage a bit, we obtained
a much higher classifier’s performance, reaching
0.92 in terms of micro and macro F1 score.

We applied the genre classifier to each of the
seven English datasets from the parallel MaCoCu
corpora. Prediction took approximately 6 hours
per 100,000 texts which amounted to around 35
hours on one NVIDIA V100 GPU. Afterwards,
we post-processed the data, discarding noisy genre
predictions. In the next section, we compare the
resulting datasets in terms of English variety and
genre distribution.

9https://huggingface.co/classla/
xlm-roberta-base-multilingual-text-genre-classifier

Figure 1: Distribution of American and British English
in the English parts of the Icelandic, Maltese, Slovene,
Croatian, Macedonian, Bulgarian and Turkish parallel
web corpora.

5 Results

5.1 English Variety Distribution

By using our American-British variety classifier,
more specifically, the unbalanced version, we iden-
tified the predominant English variety in each En-
glish text in the MaCoCu parallel corpora. If
there were equal amounts of American and British
variety-specific words in a text, the text was an-
notated as a “mix”, and if there were no variety-
specific words, the text was labeled as “unknown”.
The results, presented in Figure 1, show the distri-
bution of British and American English in analysed
corpora. The analysis shows that a variety was
identified in mostly over 50% of texts in a corpus.
Rather large amounts of unlabeled texts are not sur-
prising, because most of the texts are quite short,
with the median length of 170 to 300 words.

Figure 1 also shows that web corpora, obtained
from different national top-level web domains, dis-
play different preference towards British and Amer-
ican English variety. The Maltese corpus was
shown to have an overwhelming preference to-
wards British English, with 63% texts classified
as British, and only 9% classified as American.
One of possible reasons for a strong influence of
British English is Malta’s close connection to the
United Kingdom. The country is a former British
colony and a member of the Commonwealth of
Nations (Busuttil and Briguglio, 2023). Secondly,
an inspection of the most frequent domains in the
Maltese corpus revealed that half of the 10 most
frequent domains are websites from the European
Union, e.g. europarl.europa.eu, eur-lex.europa.eu,
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Figure 2: Distribution of genres in Icelandic-, Maltese-, Slovene-, Croatian-, Macedonian-, Bulgarian- and Turkish-
English MaCoCu parallel web corpora.

ec.europa.eu, etc., covering 43% of all texts from
the corpus. As the translation services in European
Union have a preference towards British English
(see Forsyth and Cayley (2022)), large amounts
of EU texts in the corpus surely impacted the En-
glish variety distribution in it. The predominance of
British English was also observed in the case of Ice-
landic, Slovene and Croatian corpora. In contrast,
the corpora from the web domains of the countries
further to the East, namely Macedonian, Bulgarian
and Turkish corpora, show a much bigger influence
of American English.

5.2 Genre Distribution
To obtain genre information, we applied the X-
GENRE classifier to each text in the English
part of the MaCoCu parallel corpora. The anal-
ysis of genre distribution, shown in Figure 2, re-
vealed interesting differences between the cor-
pora. The results show that the category Infor-
mation/Explanation is notably present in all cor-
pora, covering 20–30% of all texts. Other two
predominant categories are News and Promotion,
mostly covering 15–45% of texts. News is espe-
cially present in the Macedonian corpus, where it
amounts to almost half of all texts, followed by
Maltese and Icelandic with 25–35% of texts of this
genre. In contrast, Promotion represents only up to
15% of texts in these three corpora, while it is much
more frequent in Slovene, Croatian, Bulgarian and

Turkish corpora, representing 30–40% of texts.
Other genre categories are generally less fre-

quent. Instruction represents 5–15% of texts, with
the highest frequency in Icelandic and Turkish. Le-
gal represents around 5% of corpora. However,
legal texts represent 28% of all texts in the Mal-
tese corpus, showing this corpus to be significantly
different than the others based on genre distribu-
tion as well. Opinion/Argumentation is more or
less equally represented in all corpora, represent-
ing around 5% of texts. This category is the least
represented in the Turkish corpus, with only 1% of
texts. The least frequent category is Prose/Lyrical,
representing 0.2–3% of texts, with the largest dis-
tribution in the Maltese corpus.

5.3 Genre Distribution in English Varieties
To obtain more information on the interplay of
genres and English varieties, we looked at the aver-
age distribution of English varieties in each genre
across all corpora. The results, shown in Figure
3, reveal that News texts and Legal texts from the
analysed corpora are in average much more fre-
quently written in British English, representing
twice as much texts as the texts of these genres
written in American English. News and Legal
texts represent 60% of texts in the Maltese cor-
pus, which also provides some explanation on why
the Maltese corpus contains so much more British
English than the others. In contrast, the category
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Figure 3: Average distribution of British and American
varieties in each genre over all seven corpora. The
abbreviated labels represent the following categories:
Info – Information/Explanation, Promo – Promotion,
Opinion – Opinion/Argumentation, Instr – Instruction,
Prose – Prose/Lyrical.

Prose/Lyrical was shown to be more frequently
written in American English. An inspection of the
domains of the Prose/Lyrical texts revealed that
in most corpora, a large majority of Prose/Lyrical
texts come from American religious websites, such
as www.biblegateway.com and www.jw.org, which
explains the predominance of American English
in this genre. In other genres, namely, Informa-
tion/Explanation, Instruction, Promotion and Opin-
ion/Argumentation, the two varieties are more or
less equally present.

6 Conclusion

In this paper, we introduce a freely-available En-
glish variety classifier for fast and reliable iden-
tification of British and American English. The
corpus-based approaches to language variety clas-
sification can be impacted by topic-related or other
biases, occurring due to differences between the
corpora on which the model is trained. In contrast,
our lexicon-based approach is based on a carefully
selected lexicon of words which are confirmed by
linguists to be variety-specific, making the results
more reliable and explainable. We then show how
the classifier can be used to obtain an insight into
the characteristics of large parallel corpora, col-
lected with automatic methods. We compare par-
allel web corpora from European national webs
in seven languages. As all languages are paired
with English, we obtained meaningful information
on the differences between the corpora in terms
of English varieties. The results revealed British
English is prevalent in Maltese, Icelandic, Slovene
and Croatian corpora, while corpora from the Mace-

donian, Bulgarian and Turkish national webs are
more influenced by American English. A stark dif-
ference between the use of varieties was observed
in the case of the Maltese corpus, where a large
majority of texts were written in British English
and there were less than 10% of texts in American
English. These results reflect the country’s histor-
ical connection with the United Kingdom, along
with a significant presence of EU websites in the
corpus, which have a policy of preferring British
English. Thus, we show how the classifier can be
used for not only comparing corpora, but also ob-
taining insight into the use of English by native and
non-native speaking content writers and translators.
By making the classifier freely available, we hope
to encourage analyses of the use of English and its
varieties among teachers, translators and content
creators in the fields of corpus linguistics, transla-
tion studies, linguistics and digital humanities.

Furthermore, we extend the comparison by au-
tomatically annotating the English texts from the
parallel corpora with genre information. The re-
sults revealed significant differences between the
corpora in terms of genre distribution. Once again,
the Maltese corpus was shown to be more differ-
ent than the others, consisting mostly of News and
Legal texts. News is also strongly present in Mace-
donian and Icelandic corpora, while Slovene, Croa-
tian, Bulgarian and Turkish corpora constitute of
large amounts of promotional texts.

With the two classification approaches, we ob-
tained valuable information on the characteristics
of the datasets. As such datasets are often used for
creation of machine translation systems, various
NLP tools, as well as linguistic studies, it is crucial
that the users are provided with the information
on what types of texts and language varieties the
datasets consist of. The MaCoCu project will pro-
vide this information for all their datasets, covering
13 European under-resourced languages: Albanian,
Bosnian, Bulgarian, Catalan, Croatian, Icelandic,
Macedonian, Maltese, Montenegrin, Slovene, Ser-
bian, Turkish and Ukrainian. The datasets will
be made freely available by June 2023. As the
initial analysis of the English variety and genre
distribution in corpora, presented in this paper, re-
vealed that this information highlights important
differences between the corpora, in the future, we
plan to extend the analysis to all 13 newly avail-
able MaCoCu corpora. Furthermore, one important
downstream task that we did not tackle in this work
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is the inspection of the impact of the variation in
variety and genre on machine translation and other
systems based on these and other datasets, which
we also plan to analyse in future studies.

Limitations

In this paper, we describe how we devised a lexicon-
based classifier for American and British English.
We argue for the lexicon-based approach as a better
alternative to the corpus-based approach, as it is
rule-based and explainable. However, we are aware
that a lexicon-based approach is less feasible or im-
possible for classification of varieties of other lan-
guages or identification between languages. While
the corpora-based approaches can be performed on
all languages where at least one corpus of appropri-
ate size exists, this approach requires an availability
of a lexicon or at least linguistic rules on which a
new lexicon needs to be based.

Secondly, by using the lexicon-based approach,
we prefer reliability over coverage. If no variety-
specific word is present in the analysed text, the
text is left unlabeled. This was the case for 30 to
50% of texts in our analysed corpora. Furthermore,
our lexicon is based on words only, and does not
take account of variety-specific multiword expres-
sions. Consequently, one should be aware that the
findings reflect only the characteristics of the texts
that were long enough and had any variety-specific
word. Furthermore, while the corpora were col-
lected by crawling the national web domains, there
might exist texts on the web that were deliberately
or not left out of the final datasets. This means that
the nature of these corpora does not necessarily
reflect the English variety distribution of all texts
found on a national web.

Thirdly, in this research, we limit ourselves to
the two most recognized varieties of the Standard
English. We are aware that numerous other va-
rieties from throughout the world exist. As this
analysis has been done on texts from non-native
English-speaking European countries, we consider
that focusing on the two varieties which are often
considered to be the main varieties is appropriate,
albeit simplistic. However, we are aware that some
of British or American-specific words might over-
lap with words that are also typical for other En-
glish varieties, such as Australian, Canadian, Irish,
etc., and could for instance classify Irish English as
British. We are aware that our pragmatic approach
could be regarded as discriminatory towards other

English varieties. While our classifier can be used
on any English text, we should be aware that it
solely provides information on the frequency of
words, defined to be British or American. We leave
discussions whether these texts are by that truly
British, or whether we are talking about European
English with British influence to the linguists, as
we are aware that defining how many English vari-
eties are there and what are their key differences is
outside of our expertise.

Finally, in contrast to the English variety classi-
fier which can be used only for English, the genre
classifier is multilingual and covers all of the lan-
guages, included in the XLM-RoBERTa language
model (Conneau et al., 2020). On the other hand,
while the English variety classifier does not require
massive computational resources, genre identifica-
tion requires the use of a GPU. We are aware that
not everyone is privileged to have access to such
computational resources to be able to reproduce
our research.

Ethics Statement

We are aware that collecting texts from the web
can raise questions of respecting the intellectual
property and privacy rights of the original authors
of the texts. The web corpora, analysed in this pa-
per, have been collected by crawling the national
top-level domains. To assure that no sensitive data
would be included, only texts that have been freely
accessible were included in the corpora. We are
aware that the datasets might still include some
texts that the authors do not consent to be included.
To mitigate this, the datasets are published with a
notice, which informs the authors of the text that
the texts can be taken out of the corpora upon their
request. Secondly, for privacy issues, the sentences
in the published corpora that contain personal in-
formation are flagged, so that the corpora users can
leave them out of their research if the nature of their
study would reveal this information. In our paper,
we look into and report on the overall character-
istics of the texts and do not examine texts more
closely or produce systems which could abuse per-
sonal information or intellectual property rights.
That is why anonymisation or additional filtering
was not necessary.

Secondly, as mentioned in Limitations, our En-
glish variety classifier labels a text to be British
or English based on the counts of variety-specific
words. While it is a useful tool for quick inspec-
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tion of the differences in English between vari-
ous corpora, it is meant to be used on English
texts, produced by non-native English speakers. As
the British and American-specific words it detects
could overlap with other English varieties, such as
Irish, Australian, Canadian, Indian etc., one should
not use it with the intention of belittling other vari-
eties or proving that the entire world uses only the
two mentioned varieties.
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Ljubešić, Rik van Noord, Leopoldo Pla Sempere,
Gema Ramírez-Sánchez, Peter Rupnik, Vít Su-
chomel, Antonio Toral, Tobias van der Werff, and
Jaume Zaragoza. 2022c. Icelandic-English parallel
corpus MaCoCu-is-en 1.0. Slovenian language re-
source repository CLARIN.SI.

Marta Bañón, Miquel Esplà-Gomis, Mikel L. For-
cada, Cristian García-Romero, Taja Kuzman, Nikola
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Ljubešić, Rik van Noord, Leopoldo Pla Sempere,
Gema Ramírez-Sánchez, Peter Rupnik, Vít Su-
chomel, Antonio Toral, Tobias van der Werff, and
Jaume Zaragoza. 2022g. Turkish-English parallel
corpus MaCoCu-tr-en 1.0. Slovenian language re-
source repository CLARIN.SI.

Marta Bañón, Miquel Esplà-Gomis, Mikel L For-
cada, Cristian García-Romero, Taja Kuzman, Nikola
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A Appendix

A.1 Genre Categories

Label Description Examples

Information/Explanation

An objective text that describes or presents
an event, a person, a thing, a concept etc.
Its main purpose is to inform the reader
about something.

research article, encyclo-
pedia article, product spec-
ification, course materials,
biographical story/history.

Instruction
An objective text which instructs the read-
ers on how to do something.

how-to texts, recipes, tech-
nical support

Legal
An objective formal text that contains legal
terms and is clearly structured.

small print, software li-
cense, terms and condi-
tions, contracts, law, copy-
right notices

News
An objective or subjective text which re-
ports on an event recent at the time of writ-
ing or coming in the near future.

news report, sports report,
police report, announce-
ment

Opinion/Argumentation

A subjective text in which the authors con-
vey their opinion or narrate their experi-
ence. It includes promotion of an ideology
and other non-commercial causes.

review, blog, editorial, let-
ter to editor, persuasive ar-
ticle or essay, political pro-
paganda

Promotion

A subjective text intended to sell or pro-
mote an event, product, or service. It ad-
dresses the readers, often trying to con-
vince them to participate in something or
buy something.

advertisement, e-shops,
promotion of an accom-
modation, promotion
of company’s services,
invitation to an event

Prose/Lyrical

A literary text that consists of paragraphs
or verses. A literary text is deemed to have
no other practical purpose than to give
pleasure to the reader. Often the author
pays attention to the aesthetic appearance
of the text. It can be considered as art.

lyrics, poem, prayer, joke,
novel, short story

Table 3: Descriptions of genre labels, with examples.
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