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Abstract

Sentiment Analysis is an important task for
analysing online content across languages for
tasks such as content moderation and opinion
mining. Though a significant amount of re-
sources are available for Sentiment Analysis in
several Indian languages, there do not exist any
large-scale, open-access corpora for Gujarati.
Our paper presents and describes the Gujarati
Sentiment Analysis Corpus (GSAC), which has
been sourced from Twitter and manually anno-
tated by native speakers of the language. We
describe in detail our collection and annotation
processes and conduct extensive experiments
on our corpus to provide reliable baselines for
future work using our dataset.

1 Introduction

Sentiment Analysis is an NLP task that involves
identifying the sentiment or the polarity (such as
positive vs negative) of a piece of text (Pang et al.,
2008). It has received significant attention in re-
cent years, with ever-increasing internet access and
social media usage, even in Indian languages such
as Hindi (Akhtar et al., 2016; Patra et al., 2018)
and Marathi (Kulkarni et al., 2021a) which are ty-
pologically and geographically close to Gujarati.
However, there is hardly any work done in Gujarati
itself.

Gujarati is a very prominent language in Western
India, with over 55 million first-language speakers
and a significant presence in the states of Gujarat,
Maharashtra, and Rajasthan (Eberhard et al., 2023).
It is also the official language of the state of Gujarat.
Despite a large online community active on social
media and a significant mainstream media presence,
there is a lack of large-scale, publicly available
resources for sentiment classification (see Section
2).

Hence, we describe a new, gold-standard, manu-
ally annotated Gujarati Sentiment Analysis Corpus
(GSAC) for monolingual sentiment classification.

The dataset is sourced from Twitter and labelled
by native speakers. We describe our annotation
process and also run extensive experiments on the
dataset using feature-based and deep-learning archi-
tectures to establish a reliable baseline for GSAC
and compare the performances of various model
architectures. The dataset is available on GitHub.1

2 Related Work

Significant work has been done on coarse-grained
and aspect-based sentiment analysis (SA) in vari-
ous Indian languages. Datasets have been created
for SA in Hindi (Akhtar et al., 2016; Patra et al.,
2018), Telugu (Mukku and Mamidi, 2017), Marathi
(Kulkarni et al., 2021b), Bengali (Islam et al., 2021;
Patra et al., 2018) and Tamil (Jenarthanan et al.,
2019), and Tamil and Malyalam (Chakravarthi
et al., 2021). However, SA in Gujarati has been
scarcely explored, and no standard, publicly avail-
able dataset exists.

One of the earliest works in SA in Gujarati was
by Joshi and Vekariya (2017), who used a POS
tag-based feature set for an SVM classifier on a
small sample of 40 tweets. Since then, Gohil and
Patel (2019) developed and experimented with a
Gujarati SentiWordNet to classify tweets, creating
a Twitter dataset with 1120 samples. Other ap-
proaches included scraping movie-review websites
to create a dataset (Shah and Swaminarayan, 2021;
Shah et al., 2022a), even translating reviews from
English to Gujarati to expand the dataset (Shah and
Swaminarayan, 2022; Shah et al., 2022b). Mehta
and Rajyagor (2021) attempted classifying a set
of 300 poems into nine different emotional cate-
gories using machine learning-based approaches.
However, none of the datasets used in these exper-
iments have been released to open access, which
makes it difficult to reproduce any of these results
or compare the performance of new models with

1https://github.com/MG1800/gsac
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Work(s) Source Size Annotation Open Access
(Joshi and Vekariya, 2017) Twitter 40 Manual No
(Mehta and Rajyagor, 2021) Poems 300 Manual No
(Gohil and Patel, 2019) Twitter 1120 Manual No
(Shah et al., 2022a),
(Shah and Swaminarayan, 2021)

Movie Reviews 500 Manual No

(Shah and Swaminarayan, 2022),
(Shah et al., 2022b)

Movie Reviews (Gujarati +
translated from English)

2085
Automated,
based on website rating

No

GSAC Twitter 6575 Manual Yes

Table 1: Comparison of previous datasets on Gujarati Sentiment Analysis with our dataset - GSAC

them.
Gujarati was a part of the set of languages in-

cluded in the training data for XLM-T (Barbieri
et al., 2022), a highly multilingual effort for cre-
ating a unified Twitter-based language model for
sentiment classification. However, Gujarati was
not a part of the monolingual evaluation reported
by the authors. Additionally, Gujarati has been
included in some research on multilingual lexical
level sentiment classification (Zhao and Schütze,
2019; Buechel et al., 2020).

Efforts in dataset creation for Sentiment Analy-
sis have been varied. We mainly focused on Twitter
datasets or datasets in Indian languages for refer-
ence when deciding our annotation process. Je-
narthanan et al. (2019) created a Twitter-based emo-
tion classification dataset in Tamil and English and
used a set of emotion words as queries for collect-
ing tweets, an approach that we also use for collect-
ing our data. Mukku and Mamidi (2017) classify
sentences from a news corpus into three sentiment
categories - positive, negative, and neutral, similar
to what we aim for, and hence are a good source
of reference for annotation guidelines. We also
refer to Muhammad et al. (2022), which is a more
recent effort at creating a sentiment classification
dataset for resource-poor languages, collecting and
annotating a dataset for 4 African languages with
multiple human annotators.

Table 1 compares our dataset to the existing SA
datasets in Gujarati.

3 Dataset Creation

The dataset was created in two main steps - collect-
ing and sampling the dataset from Twitter to create
a subset for annotation and getting the data anno-
tated by native speakers, which included creating
the annotation guidelines and training them for the
task.

3.1 Collection

We source our data from Twitter, which has a large
active user base of Gujarati speakers. We scraped
the initial dataset using Twitter API 2, which sup-
ports filtering the results for Gujarati using the lan-
guage tag. We also used the API parameters to
exclude retweets and quotes, to reduce the num-
ber of duplicates in our dataset. To ensure we had
a desirable mix of sentiments in the dataset, the
search queries were based on a hand-picked subset
of sentiment words 3 based on a machine-translated
English sentiment lexicon (Chen and Skiena, 2014).
We chose a subset so as to remove words that were
either not translated or translated incorrectly in the
list, selecting ∼250 words. The start times are var-
ied to ensure the tweets are spread out over time,
with the final set having tweets ranging from Au-
gust 2010 to February 2022. We then preprocessed,
filtered, and sampled from this large dataset to gen-
erate subsets for each of our annotators to label.
The complete process we followed is described
below:

1. Create a list of prompts by hand-picking sam-
ples from machine-translated sentiment vo-
cabulary.

2. Scrape tweets using these prompts using Twit-
ter API, using the API parameters to ensure
collected tweets are in Gujarati script, spread
out over several years, and do not include any
retweets or quotes.

3. Preprocess these tweets, normalising white-
spaces and newlines, lower-casing, and replac-
ing all user mentions and URLs with the to-
kens @user and <url> respectively.

2https://developer.twitter.com/en/docs/twitter-api
3https://www.kaggle.com/datasets/rtatman/sentiment-

lexicons-for-81-languages
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4. Drop any tweets with identical text or fewer
than 10 tokens after preprocessing. This step
eliminated a significant number of gibberish
tweets that were not useful for the task, such
as the one shown in row 4 of Figure 1.

5. Randomly sampled 10% of the tweets for each
prompt to create a subset of approximately
22,000 samples from the larger set that re-
tained the same distribution as the original
set.

6. From this smaller representative subset, we
randomly sampled 7,000 tweets for annotation
based on the annotation resources available to
us.

The statistics for this process are provided in Table
2. We labelled approximately 7000 tweets from the
representative set, with the final dataset containing
6,575 tweets after dropping undesirable samples as
described in Section 3.2.

3.2 Annotation
We first developed the annotation schema and
tested it by annotating a small sample of the dataset
ourselves. Once the dataset was finalised, we re-
cruited four annotators and trained them over sev-
eral rounds of labelling and discussion before pro-
viding them with independent subsets to annotate.

3.2.1 Annotation Schema
We classified each tweet in our dataset as
positive, negative, or neutral. We also
gave our annotators an unfit tag for tweets that
they think cannot be used for the task. We define
each of the labels as follows:

• positive - Tweets were classified as pos-
itive if they expressed a positive sentiment
about some subject (a product or a movie, for
example) or if they showed support for a sub-
ject, such as a person or a policy. Tweets
about events inherently associated with pos-
itive sentiments (such as reporting a sports
team’s victory) are also labelled positive.

• negative - Tweets that expressed a nega-
tive opinion about a subject (such as criticising
a policy or an official) were labelled negative.
Tweets talking about events with an inherently
negative connotation - such as reporting the
death of a celebrity or the loss of a sports team,

Stage Count
Initial set from scraping 320,978
Filtering out duplicates 247,226
Dropping tweets with <10 tokens 226,482
Representative Set after Sampling 22,630
Annotated 6,575

Table 2: Data collection statistics

and tweets containing any kind of derogatory
remarks or threats towards a subject were also
labelled negative.

• neutral - Tweets were labelled as neutral
in two cases - if they contained no sentiment
about the subject or if they contained a mix of
both positive and negative sentiment about a
subject (such as praising one aspect but criti-
cising another of a product).

• unfit - Tweets were marked unfit if the an-
notator could not assign one of the three labels
to it. This happened in several cases, such as
cases where it was a different language tweet
that was typed in Gujarati script, or there was
not enough context in the tweet to label it (if
it required a media attachment to understand,
for example). Any tweets marked unfit by
any of the annotators were dropped from the
dataset.

Figure 1 illustrates some of the tweets and their
labels, along with an approximate English transla-
tion of the tweet.

3.2.2 Annotation Process
We manually annotated 7000 samples across four
annotators. The annotators were linguistics stu-
dents who were native speakers of Gujarati, aged
between 19 and 23. The annotators were trained for
the task over three rounds of annotation on small
subsets of 50 tweets each, followed by a session of
doubt clarification and discussion after every round.
To measure the annotation quality, we calculate
inter-annotator agreement using Fleiss’ Kappa co-
efficient (Fleiss, 1971). Over the three rounds of
training, it improved from 0.48 to 0.52 and finally
to 0.58, which suggests moderately strong agree-
ment. The tweets used for these training rounds
were discarded and not included in the final dataset.
Each annotator then labelled data in subsets of 500
samples.
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Figure 1: Some samples from the GSAC dataset

3.3 Statistics

Our final dataset contains a total of 6575 tweets
after dropping the tweets labelled unfit. We divide
the dataset into training, development, and test sets
in a 70:10:20 ratio, respectively. Within the com-
plete dataset, the neutral class has the highest
representation, comprising about 45.12% of the to-
tal dataset, followed by positive at 30.05% and
finally negative at 24.83%. Additional details
about the class distribution are reported in Table 3.

The average word count for the combined dataset
is 27.77, with a standard deviation of 13.86. The
average word count (excluding whitespaces) is
136.07, with a standard deviation of 67.55, as
shown in Table 4, which also reports the same
values for each class. Figures 2 and 3 illustrate
the class-wise and split-wise distribution of word
counts in the dataset, respectively.

4 Experiments

We train two sets of models to test how different
models perform on our dataset and to set base-
lines for it. The first set of models consists of
feature vector-based models, which we train on
two different variants based on different sets of
features - Bag-of-Words and TF-IDF. The second
set is a set of deep contextualised models, where
we fine-tune various transformer-based pre-trained
language models for classification on this dataset.

4.1 Feature Vector Models

We train five classifiers - Naive Bayes, Logistic
Regression, Support Vector Machines, Random
Forests, and a Multi-Layer Perceptron - each on

Split Positive Neutral Negative Total Count
Train 1374 2100 1128 4602
Dev 201 287 163 651
Test 401 580 341 1322
Total 1976 2967 1632 6575

Table 3: Split-wise Class Distribution of Dataset

Split Tokens Characters
Positive 27.86 (11.65) 141.79 (58.92)
Neutral 27.25 (15.52) 132.39 (77.02)
Negative 28.60 (13.07) 135.62 (57.82)
Overall 27.77 (13.86) 136.01 (67.55)

Table 4: Mean Token and Character Counts for each
label (brackets contain standard deviation)

two different feature vectors - Bag-of-Words and
TF-IDF for a total of 10 models.

Bag-of-Words (BoW) or Count Vectorizer rep-
resents a document (in this case, a tweet) as a vector
of the counts of each word present in the document.
Even though it ignores word order, bag-of-words
features can still be useful as feature vectors for
tasks such as text classification (McCallum and
Nigam, 2001).

TF-IDF (Term Frequency - Inverse Document
Frequency) (Spärck Jones, 1972) is a method to
represent documents that factors in the relative fre-
quency of a word across documents by calculating
a score based on two parameters - term frequency,
which is the frequency of a term in the current doc-
ument, and inverse document frequency - which
is based on the frequency of the term across all
documents.

The models we train for each of these are:
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Figure 2: Class-wise distribution of word counts

Figure 3: Split-wise distribution of word counts

• Naive Bayes Classifier - A Naive Bayes clas-
sifier is a simple classifier that estimates the
probability of each label under the assumption
of input features being conditionally indepen-
dent, which has been shown to perform well
on text classification (McCallum and Nigam,
2001). We train the classifier for 200 epochs
or until convergence.

• Logistic Regression - Logistic regression
(Cox, 1958) is a classification algorithm that
estimates a logistic function to calculate the
probability of an input feature belonging to a
certain class. We train an LR classifier over
100 epochs or convergence using a one-vs-all
approach.

• Support Vector Machine - A support vector
machine (Cortes and Vapnik, 1995) is a classi-
fier that tries to find the hyper-plane that most
optimally divides the training data according
to the labels. This is also trained using a one-
vs-all approach, over 200 maximum epochs.

• Random Forests - Random Forests (Breiman,
2001) are a type of ensemble classifier that
use a large number of decision trees (set to
100 for our model), each using a subset of the
input features and training data, to estimate
the most likely label for the given input.

• Multi-Layer Perceptron is a simple feed
forward neural network (Rosenblatt, 1958;
Rumelhart et al., 1986). Our model uses a sin-
gle 100-dimension hidden layer, with a ReLU
activation, for 300 maximum epochs.

We use the scikit-learn python library (Pedregosa
et al., 2011) to create feature vectors from the text
and train and test this set of models.

4.2 Deep Contextualised Models
Multilingual transformer-based language models
trained on multiple languages such as BERT (De-
vlin et al., 2018) and RoBERTa (Conneau et al.,
2019) have been shown to perform well on down-
stream tasks (Pires et al., 2019). We fine-tune the
following language models on our dataset:

• Multilingual BERT - mBERT is a multilin-
gual version of BERT (Devlin et al., 2018),
and is a language model trained on the top
100 languages with the largest Wikipedia
corpora, which includes Gujarati. We use the
bert_base_multilingual_uncased
version of BERT.

• XLM-RoBERTa - XLM-RoBERTa is a mul-
tilingual version of RoBERTa (Conneau et al.,
2019), which is itself a more optimised ver-
sion of BERT, trained on a larger dataset, and
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Model Precision Recall Accuracy Weighted F1 Macro F1
Bag of Words

Naive Bayes 0.59 0.58 0.58 0.57 0.56
Logistic Regression 0.55 0.55 0.55 0.55 0.54
SVM 0.55 0.52 0.52 0.49 0.46
Random Forests 0.61 0.58 0.58 0.55 0.53
MLP 0.52 0.52 0.52 0.52 0.51

TF-IDF
Naive Bayes 0.66 0.52 0.52 0.43 0.38
Logistic Regression 0.58 0.57 0.57 0.56 0.55
SVM 0.57 0.56 0.56 0.54 0.53
Random Forests 0.59 0.55 0.52 0.50 0.50
MLP 0.50 0.50 0.50 0.50 0.49

Pretrained LMs
mBERT 0.38 0.51 0.51 0.43 0.38
XLM-RoBERTa 0.41 0.52 0.52 0.43 0.39
XLM-T 0.64 0.62 0.63 0.64 0.63
GujaratiBERT 0.64 0.64 0.64 0.64 0.64
IndicBERT 0.65 0.67 0.66 0.66 0.66

Table 5: Results of the various models on the test set. Bold indicates best score for each set of models. Underline
indicates best score across all models.

a modified training task. XLM-RoBERTa also
includes Gujarati as a part of its training set.
We fine-tune the xlm-roberta-base vari-
ant of the model.

• XLM-T - XLM-T (Buechel et al., 2020)is a
variant of XLM-RoBERTa that was trained
on a Twitter dataset consisting of 198M
tweets in a large set of languages, includ-
ing over 10,000 samples in Gujarati. It
was further finetuned for Sentiment Classi-
fication on a set of 8 languages, which in-
cluded Hindi, which is closely related ty-
pologically to Gujarati. We further fine-
tune the twitter-xlm-roberta-base-
sentiment variant of the model on Hug-
gingFace.

• GujaratiBERT - GujaratiBERT (Joshi, 2022)
is an mBERT (base variant) model that has
been fine-tuned for Gujarati using publicly
available monolingual Gujarati corpora. Since
it is specifically fine-tuned for Gujarati, we
expected it to perform better than mBERT
and XLM-RoBERTa.

• IndicBERT - IndicBERT (Kakwani et al.,
2020) is an ALBERT (Lan et al., 2019) model

pre-trained on a combined corpus of 12 dif-
ferent Indian languages (including Gujarati),
which has been shown to achieve state-of-the-
art performance on multiple downstream tasks
in several Indian languages on the IndicGLUE
benchmark (Kakwani et al., 2020), includ-
ing sentiment analysis in Hindi (Akhtar et al.,
2016) and Telugu (Mukku and Mamidi, 2017).
We fine-tune this model for classification on
our dataset.

All of our transformer models are trained for 5
epochs, with a learning rate of 4e-5 and batch size
of 8. We set up our training and testing scripts using
the simpletransformers (Rajapakse, 2019) library,
which is based on the transformers library from
HugggingFace (Wolf et al., 2020).

5 Results

We report the detailed results for each model in Ta-
ble 5. We make a few observations from observing
the weighted and macro F1 scores for each model:

• We observe that GujaratiBERT and In-
dicBERT achieve the best performance com-
pared to all other models. This could be be-
cause compared to the rest of the pretrained
language models, these two models have been

134



trained on a significantly higher amount of Gu-
jarati data (during pretraining for IndicBERT,
and during fine-tuning for GujaratiBERT).

• mBERT and XLM-RoBERTa perform very
poorly compared to other pretrained language
models. This could be because they are
trained on a very large set of languages, due
to which Gujarati might not have sufficient
representation in the corpus and the model
vocabulary causing it to underperform.

• XLM-T contained only ∼10,000 samples in
Gujarati out of a total ∼198M samples in its
training data. However, it still achieves com-
parable performance to GujaratiBERT and In-
dicBERT. This may be because the training
data for XLM-T comes exclusively from the
same domain as our dataset (Twitter), which
suggests pretraining or fine-tuning models on
similar domain data in multiple languages
can help improve model performance in low-
resource languages.

• Despite not achieving the same performance
as XLM-T, GujaratiBERT, or IndicBERT, the
Naive Bayes model using TF-IDF features
achieves the highest precision out of all the
models trained. Other statistical models (such
as Random Forests and Naive Bayes on both
feature sets) also achieve reasonably high av-
erage precision (>= 0.59) while taking signifi-
cantly less computational resources and time.

6 Conclusion and Future Work

In this paper, we present the Gujarati Sentiment
Analysis Corpus (GSAC), which contains over
6500 manually annotated tweets. To the best of
our knowledge, it is the first significant publicly
available corpus for this task in Gujarati. We also
present our annotation schema and conduct exten-
sive experimentation to establish baselines for this
new dataset. We find that pre-trained language
models that included Gujarati as a part of pre-
training or fine-tuning achieve better performance
on this dataset compared to other models, with In-
dicBERT achieving the best weighted and macro
F1 scores. As a part of future work, we plan to
explore methods to extend this dataset automati-
cally by using this dataset as a seed dataset to label
additional data (such as by bootstrapping) or by
exploring other avenues of acquiring data, such as

via machine translation of existing datasets in other
languages such as English or Hindi.

7 Ethical Consideration

Sentiments in a dataset sourced from social me-
dia platforms can be susceptible to inherent bias
due to public opinion being biased in favour of or
against certain subjects, depending on external fac-
tors like demographics. During the collection and
annotation process for our dataset, we switched our
collection strategy from querying tweets for par-
ticular topics (events) during the initial stages to
querying them using a sentiment lexicon because
we observed that the topics we queried were fre-
quently heavily biased towards either positive or
negative sentiments. The privacy of platform users
is another concern that is raised when collecting
data from social media. To ensure that no identify-
ing details about any Twitter user were presented
to our annotators, we removed any identifying char-
acteristics such as user mentions and URLs from
the tweets, as well as the original Tweet IDs and
used internally generated IDs for the annotation
process. We also only release the Tweet IDs and
corresponding labels in our dataset in compliance
with Twitter’s data-sharing policy.
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