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Abstract
The popularity of sentiment and emotion anal-
ysis has lead to an explosion of datasets, ap-
proaches, and papers. However, these are often
tested in optimal settings, where plentiful train-
ing and development data are available, and
compared mainly with recent state-of-the-art
models that have been similarly evaluated.

In this paper, we instead present a system-
atic comparison of sentiment and emotion clas-
sification methods, ranging from rule- and
dictionary-based methods to recently proposed
few-shot and prompting methods with large
language models. We test these methods in-
domain, out-of-domain, and in cross-lingual
settings and find that in low-resource settings,
rule- and dictionary-based methods perform
as well or better than few-shot and prompting
methods, especially for emotion classification.
Zero-shot cross-lingual approaches, however,
still outperform in-language dictionary induc-
tion.

1 Introduction

Affective computing, including sentiment and emo-
tion classification, has been research focuses in-
side of the Natural Language Processing (NLP)
community for many years (Mohammad, 2016;
Poria et al., 2023). This has lead to an incredi-
ble number of research directions and papers pub-
lished on these topics, ranging from rule-based and
dictionary-based approaches Turney (2002); Lee
et al. (2010); Taboada et al. (2011); Staiano and
Guerini (2014), to supervised training of deep learn-
ing models (Xu et al., 2019; Barbieri et al., 2022;
Samuel et al., 2022) and finally to few-shot and
prompting of large language models (Brown et al.,
2020; Min et al., 2022; Plaza-del Arco et al., 2022).
This also means that a systematic comparison of
the benefits and weaknesses of models has not been
performed, as each often individual papers compare
only against more recent state-of-the-art models,
and do not take into account previous approaches.

Like many other research areas in NLP, senti-
ment and emotion classification are dependent on
domain and language-specific training data for opti-
mal performance and this high-quality task-specific
data is always in short supply as we apply our mod-
els to a constantly evolving set of scenarios.

The objective of this paper is therefore to identify
trends in sentiment and emotion classification, es-
pecially regarding low-resource settings. As such,
we attempt to address the following research ques-
tions:

• RQ1: Given a limited number of examples per
class (<100), what method currently performs
best?

• RQ2: Do these methods suffer domain trans-
fer equally?

• RQ3: How well do these results hold for lan-
guages other than English?

To address these questions, we perform experi-
ments1 on 10 sentiment classification datasets and
two emotion classification datasets in 8 languages
with a number of low-resource approaches. Specif-
ically, we compare dictionary-based methods, rule-
based methods, few-shot methods and prompting
methods on the English datasets. We simultane-
ously test the out-of-domain performance for each
of the methods that demand training data. Finally,
we also perform cross-lingual experiments.

We find that rule- and dictionary-based methods
often perform on par with few-shot approaches in
low-resource settings, especially on emotion clas-
sification and are more robust to domain changes,
while prompting similarly provides promising re-
sults. Zero-shot cross-lingual approaches, however,
still outperform in-language dictionary induction
for languages other than English, suggesting that
more work could be done in this area.

1Code to reproduce the experiments available at https:
//github.com/jerbarnes/low_resource_sa_emo.

290



2 Related Work

Current state-of-the-art models for sentiment and
emotion classification are dominated by language
models that have been pretrained on large corpora
and then fine-tuned for each specific task (Sharma
et al., 2020; Barnes et al., 2022). Although ELMO
(Peters et al., 2018), BERT (Devlin et al., 2019),
and its variants were the first to provide evidence
for the usefulness of language modeling as a trans-
fer learning objective, there has since been an ex-
plosion and it is somewhat difficult to navigate
which current models give the best performance on
many datasets.

Besides the fully supervised setup, many larger
language models also show signs of being able to
learn a task with less data, allowing for non-trivial
zero- or few-shot performance. The most common
way to achieve this zero or few-shot ability is by
prompting a model using a Natural Language Infer-
ence model, trained to determine whether a premise
is true/false, given a hypothesis. This model can
then be applied to new tasks by reformulating the
input and labels (Schick and Schütze, 2021; Min
et al., 2022).

For few-shot prompting, we can make use of the
generative abilities of language models by provid-
ing demonstrations input/label pairs and asking for
a final label (Brown et al., 2020; Lin et al., 2022).
More recently, the results of models trained using
instruction tuning suggests that these models gen-
eralize well to unseen tasks (Chung et al., 2022).

The same kinds of large language models trained
on multilingual corpora also allow for zero-shot
cross-lingual transfer, where a model is fine-tuned
on a task in a high-resource source language and
then tested on an under-resourced language (Pires
et al., 2019; Conneau et al., 2020). However, these
approaches have rarely been compared to previous
dictionary-based methods.

2.1 Rule and Dictionary-based methods
Rule and dictionary-based methods are common
for sentiment and emotion analysis, in part due to
their simplicity and interpretability. Early work fo-
cused on automatically inferring polarity dictionar-
ies for categorizing words (Hatzivassiloglou and
McKeown, 1997) or texts (Turney and Littman,
2003; Kamps et al., 2004). Taboada et al. (2011)
propose SoCal, one of the most popular rule-based
methods for sentiment analysis, which uses a set of
dictionaries with sentiment scores for certain parts

of speech (adjectives, adverbs, nouns, intensifiers,
and verbs) plus rules for interacting with negation,
irrealis, and other sentiment shifting phenomena.

For emotion classification, there has been a good
deal of work on creating dictionaries. Moham-
mad and Kiritchenko (2015) use word-association
measures with emotional hashtags to create a large
emotion dictionary from social media text, while
Mohammad (2018) instead use best-worst scaling
to crowdsource an emotion intensity dictionary.
Buechel et al. (2016) adapt affective lexicons to
historical German texts and use these to character-
ize emotional trends in various genres of writing
across several centuries. Buechel et al. (2020) fur-
thermore develop methods for inducing emotion
dictionaries for 91 languages, but do not make use
of these dictionaries for emotion classification.

For dictionary induction, Hamilton et al. (2016)
propose a method to automatically induce domain-
specific dictionaries and show their effectiveness
across a number of historical and modern text clas-
sification tasks. An et al. (2018) similarly propose
a method to create a semantic axis, SemAxis, in
an embedding space and successfully create dictio-
naries for tasks beyond sentiment analysis, despite
having small amounts of data available. In this ap-
proach, we create an average vector for positive V +

and negative V - sentiment by averaging the vectors
for seed words from an embedding space, such as
Word2Vec or FastText. We can then define the axis
vector as the difference of the two:

Vaxis = V + − V -

To use the semantic axis that we have created,
we can measure the cosine distance of another em-
bedding and the semantic axis.

score(w)Vaxis = cosine dist(w, Vaxis)

If the score is positive, we can assume the word
is positive and vice versa, and expand the positive
and negative seed dictionaries to cover all lemmas
in the test set, effectively creating a high-coverage
dictionary. We then use this dictionary to generate
the semantic orientation score of a text.

However, most of these techniques have not been
recently compared to what are considered state-of-
the-art models under low-resource settings.
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Sentiment

Dataset lang Train Dev Test

MPQA EN 987 337 299
SemEval EN 3,737 413 1,791
OpeNER EN 1,210 174 347
OpeNER ES 1,029 147 296

GermEval DE 6,444 772 1,490
ASTD AR 2,468 353 706

NoReC NO 2,675 516 417
MultiBooked EU 789 113 227

NArabizi DZ 564 75 92
Maltese MT 595 85 171

Emotion
SSEC EN 2,329 583 1,956

EnISEAR EN 720 80 201

Table 1: Statistics regarding the sentiment and emotion
datasets.

3 Data

In this section we describe the datasets that are
used for experimentation. The statistics are shown
in Table 1 (see Tables 6 and 7 in the Appendix for
further details).

Sentiment datasets As we want to explore how
well methods work across a number of domains
and languages, we choose to explore binary sen-
timent classification. We use the binary version
of the following datasets, where any strong posi-
tive/negative has been mapped to positive/negative
and neutral has been removed. Using only binary
sentiment classification allows for us to compare
across a larger number of datasets and languages.

MPQA: Wiebe et al. (2005) annotate English
news wire texts with a complex set of annotation
types. We map the polarities to sentences and keep
those sentences that contain a majority of one po-
larity, such that we have only positive and negative
sentence-level annotations.

SemEval: The SemEval 2013 Shared Task 2
(Nakov et al., 2013) collected tweets and annotated
them as positive, negative, or neutral. We keep only
the positive and negative tweets.

OpeNER: Agerri et al. (2013) annotate English
and Spanish (among others) hotel reviews for struc-
tured and aspect-based sentiment. We use the script
from Barnes et al. (2018) to map these to sentence-
level binary sentiment classification. ES is the
Spanish data from this dataset.

AR: Nabil et al. (2015) annotate Arabic (both
Modern Standard Arabic and various dialects)
tweets. We remove the neutral and mixed classes.

DZ: Touileb and Barnes (2021) annotate North-
ern African Arabizi social media posts for senti-
ment. In this case, we use the transliterated Arabic
script version of the dataset and remove the neutral
class.

MT: The data for Maltese (Dingli and Sant, 2016;
Cortis and Davis, 2019) comes from the combina-
tion (Martínez-García et al., 2021) of two smaller
datasets.

DE: The GermEval 2017 Shared Task (Wojatzki
et al., 2017) released annotated data for several
subtasks on German social media texts. We use the
document-level data (task B) and remove mixed
and neutral.

EU: Barnes et al. (2018) annotate Basque hotel
reviews for structured sentiment. We map these
to sentence-level binary sentiment classification,
using the script provided with the data.

NO: Velldal et al. (2018) provide a collection of
professional reviews from news outlets. We keep
the binary document-level data.

Emotion datasets For emotion classification we
use the SSEC (Schuff et al., 2017) and EnISEAR
(Troiano et al., 2019) datasets. The SSEC dataset
reannotates a stance and sentiment dataset of po-
litical tweets with crowd-sourced labels for eight
emotions (anger, anticipation, disgust, fear, joy,
sadness, surprise, trust). The EnISEAR dataset,
on the other hand, crowd sources descriptions of
events tied to emotions (anger, disgust, fear, guilt,
joy, sadness, shame), as well as how readers per-
ceive these events.

For the SSEC, we separate 583 examples from
the training set for development. For EnISEAR,
we split the fully labeled data into train (70%),
dev (10%), and test (20%). For EnISEAR, we use
the crowd sourced annotations for emotion labels,
rather than the prior emotion to align with SSEC.
For both datasets, we take the view that any number
of annotations is valid (the 0.0 strategy in SSEC)
and accept any label that has been assigned to an
example by at least one annotator.
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4 Experimental Setup

In this section, we describe the approaches for three
experimental setups (monolingual English senti-
ment classification, monolingual English emotion
classification, and cross-lingual sentiment classifi-
cation) from most resource intensive to least.

4.1 Sentiment classification
Supervised: To provide an upper-bound of fully
supervised in-domain models, we use DistilBERT
(Sanh et al., 2019), and RoBERTa base and large
(Zhuang et al., 2021). To simulate low-resource
scenarios, we train the same models with varying
amounts of training data (200, 100, and 20 exam-
ples). We finetune these models for 5 epochs, with
a learning rate of 2e-5, a weight decay of 0.01,
and a batch size of 16 on a single Tesla T4 GPU.
We take the best model on the development set for
testing.

Few-shot: In this scenario, we assume we have a
development set and a limited number of training
examples (200, 100, 20). We train the same models
in the same way as fully supervised training, but
with the reduced training set size. We again take
the best model on the development set for testing.

Prompting: In this scenario, we assume we have
only a few training examples. We explore few-shot
prompting (concretely 2-shot) using two OPT mod-
els (Zhang et al., 2022): namely, the 125 million
and 1.3 billion parameter versions. We prompt
these models by giving them 2 positive and nega-
tive examples with the following template (an ex-
ample from the hotel domain):

(1) I didn’t like the hotel. Label:
negative. We loved the hotel. Label:
positive. {text}. Label:

We take the first predicted token as the predicted
label.

Rule-based: In this scenario, we assume no train-
ing data whatsoever. We compare these models
with the rule-based SoCal system (see details in
Section 2.1). This approach requires a large initial
effort to create the rules and dictionaries, but after-
ward can be applied to new data without retraining.

Dictionary-based: Finally, we also compare sim-
pler dictionary-based approaches which do not in-
clude rules, and instead rely on a simpler scoring
procedure for each text:

score(text, D) =
1

|D|
1

|text|
∑

w∈text

se(w,D)

where D is a sentiment dictionary, either contain-
ing a list of words with positive orientation Dpos or
negative Dneg, and se is a function that returns 1 if
a word w is in D, otherwise 0. The score function
therefore returns the average score of a text, nor-
malized by the length of the text and by the length
of the dictionary D. To predict the aggregate se-
mantic orientation (positive or negative), we divide
the positive score by the negative score

semantic orientation =
score(text, Dpos)

score(text, Dneg)

If this orientation is greater than a certain λ, we
will assume that the orientation is positive and re-
turn 1, otherwise we will assume it is negative, and
return 0.

We can then use available sentiment dictionaries
to estimate the semantic orientation of a text. For
all dictionary-based methods, we further prepro-
cess the texts by tokenizing and lemmatizing the
text using spaCy.2 For sentiment dictionaries, we
use the available HuLiu dictionary (Hu and Liu,
2004), the NRC Hashtag sentiment dictionary (Mo-
hammad et al., 2013), and the MPQA subjectivity
and sentiment dictionary (Wiebe et al., 2005).

Dictionary induction: Finally, it is also possible
to automatically create a sentiment or emotion dic-
tionary from a small seed dictionary. In this case,
we use the SemAxis method (An et al., 2018) with
a small seed dictionary of 10 words per class. We
limit the expansion of the dictionaries to tokens
found in the test set and allow only words which
have a cosine ≥ 0.15 to reduce likely noisy.

We compare the use of three embedding spaces
to induce the new dictionaries: 200 dimensional
GloVe embeddings trained on Twitter data (Pen-
nington et al., 2014), 300 dimensional FastText em-
beddings trained on Wikipedia data (Bojanowski
et al., 2017), and 300 dimensional FastText em-
beddings trained on Wikipedia and the GigaWord
corpus3 (Fares et al., 2017).

2Found at https://spacy.io/.
3These can be found at http://vectors.nlpl.eu/

repository/20/22.zip
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4.2 Emotion classification
Supervised and Few shot: Given that both the
SSEC and EnISEAR datasets are multi-label, we
train the models using a one-vs-all approach, effec-
tively creating a binary version of the dataset for
each emotion and training a binary classifier. Like
the sentiment experiments, we use DistilBERT,
RoBERTa-base, and RoBERTa-large. The train-
ing procedure is the same as with sentiment. We
perform experiments with 200, 100, and 20 training
examples for the few shot experiments.

Prompting: For prompting, we use the Flan T5
models (Chung et al., 2022) (base and large), which
are instruction tuned models. We performed initial
experiments with the same OPT models used for
sentiment analysis, but found that the multi-label
nature of emotion classification was better covered
using the Flan T5 models. For prompting the SSEC
dataset, we use the following template:

(2) What emotions are found in this
text (Anger, Anticipation, Disgust,
Fear, Joy, Sadness, Surprise, Trust,
None)?: {text}

where text is the text to be classified. For
EnISEAR, we replace the emotions with anger,
disgust, fear, guilt, joy, sadness, and shame. We
assume that any mention of these words in the gen-
erated text is a predicted label.

Dictionary-based: As emotion classification in
the datasets we use is a multi-label task, we cannot
use the semantic orientation score as is. Instead, we
set a threshold value λ = 1 and predict any label
where score(text, Demotion) > λ. This allows for
our dictionary-based approach to predict multiple
labels.

We use the NRC emotion dictionary as an
emotion dictionary (Mohammad and Kiritchenko,
2015), which contains 16,862 entries with annota-
tions for 8 emotions (anger, anticipation, disgust,
fear, joy, sadness, surprise, trust), which were com-
piled semi-automatically using word–emotion as-
sociation scores with hashtags.

Dictionary induction: Similarly, we can use an
adapted version of the SemAxis method to induce
emotion dictionaries. In this setting, we create a
semantic axis vector for each emotion we wish to
propogate. For example, to create a semantic axis

for ’anger’ Vanger, we create the positive pole vec-
tor V +

anger by averaging the vector representation
of seed words for ’anger’ and the negative pole
vector V -

anger by averaging the vectors of all other
seed words.

Once we have the semantic axis vectors for each
emotion, we can expand the original seed dictionar-
ies by taking any word whose vector representation
has a positive cosine distance with the semantic
axis. As with sentiment, we take a conservative
estimate and allow only words which have a cosine
> 0.15 to reduce noise.

We then use the same prediction procedure as
with the dictionary-based approach.

4.3 Cross-lingual generalization
We also compare zero-shot cross-lingual perfor-
mance of multilingual large language models
(MLLMs), in this case XLM-RoBERTa base and
large, to dictionary induction. For the MLLM ex-
periments, we train on one of the three English
corpora (MPQA, OpeNER, and SemEval) and test
the best model on the English development data on
all non-English corpora.

For the dictionary induction experiments, we use
the SemAxis method with FastText embeddings
(Bojanowski et al., 2017), as these have embed-
dings available for most languages. For NArabizi
(DZ), we use the embeddings trained on modern
standard Arabic as a proxy.

4.4 Evaluation
For both sentiment and emotion classification
datasets, we evaluate using Macro F1, as the distri-
bution of labels is unbalanced and we are interested
in knowing how well the models perform on the
less frequent labels as well.

5 Results

In this section we detail the results for sentiment
classification, out of domain performance, emotion
classification, and cross-lingual transfer.

5.1 Sentiment classification
Table 2 shows the Macro F1 of the sentiment
classification approaches on the English datasets
(MPQA, OpeNER, and SemEval), as well as the
average of all results per each approach.

The fully supervised upper-bound achieves an
average F1 of 91.2, showing strong performance
for this binary classification task.
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Supervised
DB 86.3 92.7 90.1
RBB 87.2 94.4 91.0 91.2
RBL 92.0 95.3 91.5

FewShot-200
DB 84.7 77.4 70.9
RBB 80.8 93.4 86.8 80.9
RBL 67.9 80.5 86.2

FewShot-100
DB 59.0 65.3 66.5
RBB 62.5 81.9 45.3 56.5
RBL 38.5 31.1 58.1

FewShot-20
DB 49.0 23.7 47.4
RBB 36.9 42.1 42.2 40.5
RBL 39.3 42.1 42.2

Prompted
OPT-125m 34.0 52.4 51.8 56.9
OPT-1.3B 59.7 84.1 59.5

Rules SoCal 74.9 83.9 74.0 77.6

Dictionary
HuLiu 61.4 71.4 59.3
NRC Hash 52.7 67.4 68.6 61.6
MPQA 60.7 60.2 52.5

Induced
Twitter 61.9 65.1 67.7
NLPL22 58.2 61.8 59.6 61.8
FastText 53.6 66.8 61.4

Table 2: Results on sentiment analysis (MacroF1). DB:
DistilBERT, RBB: RoBERTa-base, RBL: RoBERTA-
large.

In the low-resource scenario, FewShot-200 is the
best performing approach (80.9), followed closely
by the rule-based SoCal (77.6). The dictionary-
induction methods (61.8) and dictionary-based
methods (61.6) achieve quite similar results, fol-
lowed by prompting (56.9) and the few-shot meth-
ods using 100 examples (56.5) and 20 (40.5).

In general the RoBERTa-large model suffers
more in the few-shot scenarios, losing 3.4-20 per-
centage points (pp) compared to RoBERTa-base.
For prompting, however, the opposite is true, as the
1.3 billion parameter model performs 21.7 pp better
than the 125 million parameter model. This ties in
well with research indicating that the size of the lan-
guage model leads to better few-shot performance
(Brown et al., 2020).

Surprisingly, dictionary-based methods perform
better than FewShot-100 or prompting large lan-
guage models. Even more surprising is that induc-
ing a sentiment lexicon from as few as 10 labeled
words can outperform careful hand-designing of
these dictionaries.

Approach Avg. In Avg. Out TLA→B

Supervised 91.2 84.6 13.3
FewShot-200 80.9 70.6 20.7
FewShot-100 56.5 47.4 18.1
FewShot-20 40.5 31.5 18.2

Table 3: We show the average in-domain results (Avg.
In), average out-of-domain results (Avg. Out) and aver-
age domain transfer loss (TLA→B) for the supervised
models on English sentiment analysis.

Therefore, revisiting RQ1, we can say for binary
sentiment classification, fine tuning a model on as
few as 100 examples per class gives competitive in-
domain performance. For anything less, rule-based
methods perform better.

5.2 Out of domain performance of sentiment
classification

Unlike prompting and dictionary-based approaches,
supervised and few-shot methods are tied heavily to
the domain they are trained with. In order to quan-
tify the loss in performance of supervised models,
we measure domain transfer loss, which is defined
in Equation 1:

TLx→y = Sx→x − Sx→y (1)

where TLx→y is the difference of the Macro F1

score Sx→x of a model fine-tuned on domain x and
tested in the same domain, and the score Sx→y of
the model fine-tuned on x and tested on domain y.

As we have two test domains B =
{bdomain1, bdomain2} for each training domain x,
we average over these using Equation 2:

TLx→B =
1

NB

∑

i∈B
i ̸=x

Sx→x − Sx→i (2)
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SSEC EnISEAR Ave.

Supervised
DB 74.6 72.1
RBB 71.3 56.0 67.6
RBL 68.1 63.2

FewShot-200
DB 55.5 62.8
RBB 53.0 55.6 54.1
RBL 50.2 47.7

FewShot-100
DB 45.6 47.3
RBB 42.1 57.2 45.8
RBL 39.0 43.3

FewShot-20
DB 42.8 43.3
RBB 39.4 43.3 41.6
RBL 37.5 43.3

Prompted
FlanT5-base 51.5 58.9

57.7
FlanT5-large 47.6 72.6

Seed Dict. 37.4 47.9 42.7

Dictionary NRC 52.2 46.4 49.3

Induced
Twitter 62.0 53.2
NLPL22 53.0 45.7 54.4
FastText 53.9 58.8

Table 4: Macro averaged F1 for emotion classification
results on the SSEC and EnISEAR datasets. DB: Distil-
BERT, RBB: RoBERTa-base, RBL: RoBERTA-large.

Finally, we compute the average domain trans-
fer loss for all models of a certain approach A =
{supervised, few shot, . . .} by computing the aver-
age of the domain transfer losses TLx→B for all
models in the approach:

TLA→B =
1

NA

∑

i∈A
TLi→B (3)

Table 3 shows the average in-domain results
(Avg. In), average out-of-domain results (Avg.
Out) and average domain transfer loss (TL) for
the supervised models (the full results table can be
found in Table 8 in Appendix A). Models finetuned
in a supervised fashion achieve the best in-domain
(91.2) and out-of-domain (84.6), with the smallest
transfer loss (13.3).

Although FewShot-200 achieves relatively good
in-domain performance (80.9), it has the largest
transfer loss (20.7), with the out-of-domain per-
formance dropping to 70.6, 7 pp. below SoCal.
This suggests that it is highly dependent on the few
training examples seen being in-domain and that it
cannot be safely applied out-of-domain.

Finally, both FewShot-100 and FewShot-20 have
similar transfer losses (18.1/18.2), although the

already low in-domain performance (56.5/40.5)
means that using these models either in-domain
or out-of-domain is impractical.

In contrast, the prompting, rule-based, and
dictionary-based approaches do not suffer from this
and perform more consistently across domains.

Therefore, the answer to RQ2 is that rule-based
methods perform better across domains that few-
shot supervision methods.

5.3 Emotion classification
Table 4 shows the Average Macro F1 scores for
all approaches on the two emotion classification
datasets, as well as the averaged score per approach
(results for each emotion can be found in Tables 9
and 10 in the Appendix).

Again, the fully supervised upper bound
achieves the best F1 (67.6), where DistilBERT
achieves much better performance than either
RoBERTa model. RoBERTA-base achieves poor
performance on EnISEAR, RoBERTa-large consis-
tently performs quite poorly, suggesting that it re-
quires either more data or more careful fine-tuning
than was used here.

The best performing method in the low-resource
setting is prompting (57.7), followed by dictionary
induction (54.4) and Few-shot 200 (54.1). The
dictionary-based method, as well as the FewShot-
100 and -20 approaches, perform quite poorly (49.3,
45.8, and 41.6 respectively), with the latter achiev-
ing worse performance than the 10 word per emo-
tion seed dictionary (42.7).

In contrast to prompting OPT models for sen-
timent analysis, the FlanT5-large model does not
consistently improve over the base model, achiev-
ing a quite low score on the SSEC dataset (47.6).

Similar to the sentiment experiment, the induced
emotion dictionaries perform as well or better than
previously compiled emotion dictionaries (NRC).

Returning to RQ1, for emotion analysis prompt-
ing or dictionary induction perform better than few
shot approaches.

5.4 Cross-lingual sentiment classification
The results of the cross-lingual experiments can be
seen in Table 5. In general, the XLM-RoBERTa
models perform much better than the dictionary
induction approaches (10-20 pp). However, this
depends heavily on the source language corpus
used to train, as several XLM-RoBERTa results
are lower than their respective dictionary induction
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Model train Test Lang Avg. on Test

self DE ES AR NO EU DZ MT

maj. baseline 46.2 45.2 33.5 41.8 45.8 39.1 39.4 41.6

XLM-RoBERTa-base
MPQA 87.1 65.9 89.9 68.8 74.3 80.2 52.8 54.9 69.5
OpeNER 93.0 73.3 90.8 72.4 75.5 79.0 57.5 58.3 72.4
SemEval 88.9 71.0 89.0 73.1 75.1 82.4 71.3 58.8 74.4

XLM-RoBERTa-large
MPQA 89.1 62.7 84.0 62.3 74.2 80.3 50.9 30.9 63.6
OpeNER 95.6 72.8 93.8 77.1 82.9 87.2 72.2 40.2 75.2
SemEval 90.9 67.6 88.4 75.0 77.0 83.6 76.9 51.2 74.2

FlanT5-base 69.9 77.9 36.3 43.9 14.5 26.4 44.5 44.8
FlanT5-large 73.1 93.4 89.7 86.7 90.9 97.6 82.6 87.7

dictionary induction 50.1 59.9 62.9 41.8 45.8 58.7 50.0 52.7

Table 5: Results on cross-lingual sentiment analysis (MacroF1).

approach (large trained on MPQA and tested on
AR, DZ, or MT for example).

Curiously, the large version performs worse than
the base version when trained on MPQA or Se-
mEval. Like with the previous experiments, this
may suggest that the larger models need more data
or require more careful tuning than we performed
in our experiments. In either case, it is important
to note that simply increasing the size of the cross-
lingual model will not necessarily result in better
results.

Finally, the results of all models are generally
worse for Narabizi (DZ) and for Maltese (MT),
which is unsurprising, as they have little or no pre-
training data in XLM-RoBERTA. The one excep-
tion is the Flant5-large, which achieves very good
results on both. It is unclear what exactly causes
this difference in multilingual ability, especially for
low-resource languages like Narabizi and Maltese,
although larger models are known to memorize
training data (de Wynter et al., 2023) and both of
these datasets are available in text format. There-
fore, we cannot rule out data contamination as the
source of such a jump in performance.

Finally, the cross-lingual models achieve an aver-
age of 71.5, compared to 66.3 for prompting or 52.7
for dictionary induction. Thus, we can cautiously
venture that for RQ3, cross-lingual methods al-
low for the best results, although prompting larger
multi-lingual LLMs may also provide good results
in the future.

6 Conclusion and future work

In this paper we have performed experiments on
10 sentiment datasets and two emotion classifi-
cation datasets in 8 languages with a number of
low-resource approaches (dictionary-based meth-
ods, rule-based methods, few-shot methods and
prompting methods). The main experiments were
performed on the English language datasets (3 sen-
timent and 2 emotion), while further experiments
were performed in 7 additional languages.

These results confirm that under ideal circum-
stances, fully supervised models perform much
better than low-resource approaches. However, in
low-resource settings (lack of training data, domain
shift), these same models quickly lose performance
and rule-based and dictionary-based approaches
perform on par or even better if there is a domain
shift involved.

While prompting achieved impressive perfor-
mance in our experiments, given that the models
were not explicitly trained, this came at a price.
Namely, such approaches for languages other than
English are currently not available or not on par
with English versions. This area will surely be
explored in the near future, but this current gap
is nonetheless a product of the over-reliance on
English in NLP.

The strong cross-lingual performance of the
XLM-RoBERTa models suggests that cross-lingual
approaches, especially those designed for adapting
to new languages, scripts (Pfeiffer et al., 2021), or
generally enabling ever more multilingual pretrain-
ing (Lauscher et al., 2020; Pfeiffer et al., 2022).

We find conflicting evidence on the importance
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of model size for low-resource performance. On
the one hand, prompting the larger OPT model
for sentiment classification gave consistently better
results. On the other hand, RoBERTa-large suf-
fered much more in out-of-domain classification
and generally performed worse than RoBERTA-
base on emotion classification in all data regimens.
For prompting in emotion classification, FlanT5-
large did not lead to consistent gains over the base
version and finally, XLM-RoBERTa-large similarly
performed worse than the base version on cross-
lingual sentiment classification. This finding seems
to indicate that some of the promised few-shot per-
formance found in large language models is either
lacking or requires careful tuning.

In the future, it would be interesting to expand
this comparison to other dictionary induction meth-
ods, such as cross-lingual propagation (Buechel
et al., 2020), or high-coverage expansion (Köper
and Schulte im Walde, 2016). Given the promising
results from the simple prompting approaches we
used in our experiments, further research on how
to expand these models to new languages and tasks
would be of great use.

Finally, multi-lingual few-shot approaches
(Lauscher et al., 2020) could also be compared,
as it is often possible to use a few examples in the
target language.

7 Limitations

In this paper, we only explore binary sentiment
classification, as it is enables cross-lingual experi-
ments to be somewhat comparable. However, this
is a simplified task, which should be taken into
account when interpreting the results. Our multilin-
gual datasets also come from various domains and,
although we try to control for this in English, this
does lead to some effect in the results. Finally, for
emotion detection, we only experiment in English.

We also chose only a few representative meth-
ods for each approach (few-shot, prompting, rule-
based, etc). This was a necessary simplification
given the large number of available models, and
care was given to choose truly representative meth-
ods for each approach. However, some relevant
methods may not be represented here.

Finally, we only report the results for a single
run for the supervised models, rather than the av-
erage of 5-10 runs as is common. We compensate
by averaging over results on several datasets and
across several methods.
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Goran Glavaš. 2020. From zero to hero: On the
limitations of zero-shot language transfer with mul-
tilingual Transformers. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 4483–4499, On-
line. Association for Computational Linguistics.

Sophia Yat Mei Lee, Ying Chen, and Chu-Ren Huang.
2010. A text-driven rule-based system for emotion
cause detection. In Proceedings of the NAACL HLT
2010 Workshop on Computational Approaches to
Analysis and Generation of Emotion in Text, pages
45–53, Los Angeles, CA. Association for Computa-
tional Linguistics.

299

http://arxiv.org/abs/2005.14165
https://aclanthology.org/W16-4008
https://aclanthology.org/W16-4008
https://doi.org/10.18653/v1/2020.acl-main.112
https://doi.org/10.18653/v1/2020.acl-main.112
http://arxiv.org/abs/2210.11416
http://arxiv.org/abs/2210.11416
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/D19-5547
https://doi.org/10.18653/v1/D19-5547
https://doi.org/10.18653/v1/D19-5547
http://arxiv.org/abs/2304.08637
http://arxiv.org/abs/2304.08637
http://arxiv.org/abs/2304.08637
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://aclanthology.org/W17-0237
https://aclanthology.org/W17-0237
https://aclanthology.org/W17-0237
https://doi.org/10.18653/v1/D16-1057
https://doi.org/10.18653/v1/D16-1057
https://doi.org/10.3115/976909.979640
https://doi.org/10.3115/976909.979640
https://aclanthology.org/L16-1413
https://aclanthology.org/L16-1413
https://aclanthology.org/L16-1413
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://aclanthology.org/W10-0206
https://aclanthology.org/W10-0206


Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu
Wang, Shuohui Chen, Daniel Simig, Myle Ott, Na-
man Goyal, Shruti Bhosale, Jingfei Du, Ramakanth
Pasunuru, Sam Shleifer, Punit Singh Koura, Vishrav
Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettle-
moyer, Zornitsa Kozareva, Mona Diab, Veselin Stoy-
anov, and Xian Li. 2022. Few-shot learning with
multilingual generative language models. In Proceed-
ings of the 2022 Conference on Empirical Methods
in Natural Language Processing, pages 9019–9052,
Abu Dhabi, United Arab Emirates. Association for
Computational Linguistics.

Antonio Martínez-García, Toni Badia, and Jeremy
Barnes. 2021. Evaluating morphological typology
in zero-shot cross-lingual transfer. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 3136–3153, Online.
Association for Computational Linguistics.

Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel Artetxe,
Mike Lewis, Hannaneh Hajishirzi, and Luke Zettle-
moyer. 2022. Rethinking the role of demonstrations:
What makes in-context learning work? In Proceed-
ings of the 2022 Conference on Empirical Methods in
Natural Language Processing, pages 11048–11064,
Abu Dhabi, United Arab Emirates. Association for
Computational Linguistics.

Saif Mohammad, Svetlana Kiritchenko, and Xiaodan
Zhu. 2013. Nrc-canada: Building the state-of-the-art
in sentiment analysis of tweets. In Proceedings of the
seventh international workshop on Semantic Evalu-
ation Exercises (SemEval-2013), Atlanta, Georgia,
USA.

Saif M. Mohammad. 2016. Sentiment analysis: Detect-
ing valence, emotions, and other affectual states from
text. In Herb Meiselman, editor, Emotion Measure-
ment. Elsevier.

Saif M. Mohammad. 2018. Word affect intensities. In
Proceedings of the 11th Edition of the Language Re-
sources and Evaluation Conference (LREC-2018),
Miyazaki, Japan.

Saif M. Mohammad and Svetlana Kiritchenko. 2015.
Using hashtags to capture fine emotion categories
from tweets. Computational Intelligence, 31(2):301–
326.

Mahmoud Nabil, Mohamed Aly, and Amir Atiya. 2015.
ASTD: Arabic sentiment tweets dataset. In Proceed-
ings of the 2015 Conference on Empirical Methods
in Natural Language Processing, pages 2515–2519,
Lisbon, Portugal. Association for Computational Lin-
guistics.

Preslav Nakov, Sara Rosenthal, Zornitsa Kozareva,
Veselin Stoyanov, Alan Ritter, and Theresa Wilson.
2013. SemEval-2013 task 2: Sentiment analysis in
Twitter. In Second Joint Conference on Lexical and
Computational Semantics (*SEM), Volume 2: Pro-
ceedings of the Seventh International Workshop on

Semantic Evaluation (SemEval 2013), pages 312–
320, Atlanta, Georgia, USA. Association for Compu-
tational Linguistics.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. GloVe: Global vectors for word
representation. In Proceedings of the 2014 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing (EMNLP), pages 1532–1543, Doha, Qatar.
Association for Computational Linguistics.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word repre-
sentations. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long Papers), pages 2227–2237,
New Orleans, Louisiana. Association for Computa-
tional Linguistics.

Jonas Pfeiffer, Naman Goyal, Xi Lin, Xian Li, James
Cross, Sebastian Riedel, and Mikel Artetxe. 2022.
Lifting the curse of multilinguality by pre-training
modular transformers. In Proceedings of the 2022
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 3479–3495, Seattle,
United States. Association for Computational Lin-
guistics.
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Dataset lang domain Train Dev Test Pos %

MPQA EN news 987 337 299 48.5
SemEval EN social media 3,737 413 1,791 72.2
OpeNER EN hotel reviews 1,210 174 347 72.7
OpeNER ES hotel reviews 1,029 147 296 82.6
GermEval DE social media 6,444 772 1,490 18.2
ASTD AR social media 2,468 353 706 50.2
NoReC NO reviews 2,675 516 417 67.1
MultiBooked EU hotel reviews 789 113 227 84.7
NArabizi DZ social media 564 75 92 52.0
Maltese MT social media 595 85 171 31.8

Table 6: Sentiment dataset statistics, including the percentage of positive examples for the sentiment datasets.

lang Train Dev Test Anger Anticipation Disgust Fear Guilt Joy Sadness Shame Surprise Trust

SSEC EN 2,329 583 1,956 16.9 15.7 12.7 10.7 – 12.0 15.4 – 6.5 10.0
EnISEAR EN 720 80 201 17.5 – 11.5 11.8 17.0 10.5 17.3 14.5 – –

Table 7: Emotion dataset statistics, including the relative distribution of labels for the emotion classification datasets
are also shown.

Train MPQA OpeNER SemEval

Test MPQA OpeNER SemEval MPQA OpeNER SemEval MPQA OpeNER SemEval

Fully Supervised
DistilBert 86.3 84.4 82.3 77.5 92.7 85.6 66.8 91.5 90.1
RoBERTa-base 87.2 90.3 87.1 79.7 94.4 88.4 82.7 94.0 91.0
RoBERTa-large 92.0 90.4 86.3 75.2 95.3 87.2 78.6 94.8 91.5

FewShot-200
DistilBert 84.7 86.0 83.0 64.8 77.4 57.3 38.7 37.8 70.9
RoBERTa-base 80.8 84.8 84.9 71.9 93.4 80.6 77.3 92.4 86.8
RoBERTa-large 67.9 46.0 48.9 70.8 80.5 78.2 72.7 94.4 86.2

FewShot-100
DistilBert 59.0 54.6 52.7 59.3 65.3 60.8 47.3 38.4 66.5
RoBERTa-base 62.5 44.3 44.8 57.9 81.9 66.4 29.3 42.1 45.3
RoBERTa-large 38.5 42.0 42.4 45.4 31.1 46.8 43.2 35.4 58.1

FewShot-20
DistilBert 49.0 21.5 23.2 38.4 23.7 24.4 36.5 22.4 47.4
RoBERTa-base 36.9 21.5 21.3 29.3 42.1 42.2 29.3 42.1 42.2
RoBERTa-large 39.3 24.4 46.8 29.3 42.1 42.2 29.3 42.1 42.2

Table 8: Cross-domain results on sentiment analysis (Macro F1).
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Anger Anticipation Disgust Fear Joy Sadness Surprise Trust Ave.

Supervised
DistilBERT 76.6 62.6 80.5 73.5 78.7 75.4 69.9 79.8 74.6
RoBERTa-base 78.2 70.6 73.3 68.3 72.8 68.9 63.5 75.0 71.3
RoBERTa-large 80.7 68.4 76.9 66.2 74.3 69.2 69.6 39.5 68.1

FewShot-200
DistilBERT 76.7 46.8 72.1 58.2 38.0 57.9 42.2 51.7 55.5
RoBERTa-base 50.5 57.1 60.8 48.6 62.0 63.1 42.2 39.5 53.0
RoBERTa-large 78.4 38.5 73.2 53.8 38.0 37.7 42.2 39.5 50.2

FewShot-100
DistilBERT 57.7 30.8 61.5 46.0 38.1 45.4 42.2 42.9 45.6
RoBERTa-base 57.4 38.1 42.7 43.6 38.0 35.2 42.2 39.5 42.1
RoBERTa-large 38.9 46.7 34.8 37.1 38.0 35.2 42.2 39.5 39.0

FewShot-20
DistilBERT 39.4 44.0 46.8 37.1 38.1 55.0 42.2 39.4 42.8
RoBERTa-base 38.9 38.1 31.8 37.1 38.0 49.5 42.2 39.5 39.4
RoBERTa-large 26.7 38.1 34.8 37.1 38.0 43.4 42.2 39.5 37.5

Prompted
FlanT5-base 64.1 38.4 43.9 58.7 49.9 52.1 47.9 57.0 51.5
FlanT5-large 33.7 29.1 68.7 48.4 72.4 35.0 47.3 46.4 47.6

seed dictionary 29.4 35.0 35.9 40.3 40.0 32.0 43.6 43.3 37.4

dictionaries NRC 58.6 51.5 56.1 48.9 56.6 53.9 46.4 45.4 52.2

Induced
SemAxis 77.8 76.2 63.6 58.1 55.8 70.3 42.5 51.6 62.0
NLPL22 48.6 55.1 51.6 55.8 61.0 49.7 47.4 54.7 53.0
FastText 60.4 38.1 58.7 55.8 61.1 50.9 53.5 53.1 53.9

Table 9: Per class and Macro averaged F1 for emotion classification results on the SSEC dataset.

Anger Disgust Fear Guilt Joy Sadness Shame Ave.

Supervised
DistilBERT 77.8 80.1 74.6 77.9 82.1 66.6 45.4 72.1
RoBERTa-base 84.6 81.6 74.1 78.7 89.4 74.7 65.6 78.4
RoBERTa-large 82.8 83.7 65.7 41.7 55.0 70.2 43.5 63.2

FewShot-200
DistilBERT 70.4 57.5 44.3 71.8 76.3 64.1 55.4 62.8
Roberta-base 57.9 45.1 44.3 72.7 85.0 40.7 43.5 55.6
Roberta-large 72.9 45.1 44.3 41.7 45.8 40.7 43.5 47.7

FewShot-100
DistilBERT 70.2 45.1 44.3 41.7 45.8 40.7 43.5 47.3
Roberta-base 73.6 45.1 44.3 70.4 82.9 40.7 43.5 57.2
Roberta-large 41.7 45.1 44.3 41.7 45.8 40.7 43.5 43.3

FewShot-20
DistilBERT 41.7 45.1 44.3 41.7 45.8 40.7 43.5 43.3
Roberta-base 41.7 45.1 44.3 41.7 45.8 40.7 43.5 43.3
Roberta-large 41.7 45.1 44.3 41.7 45.8 40.7 43.5 43.3

Prompted
FlanT5-base 60.3 54.8 62.9 43.7 80.9 64.8 44.8 58.9
FlanT5-large 53.0 66.3 82.7 77.4 91.9 81.1 55.4 72.6

seed dictionary 41.4 45.2 59.2 48.1 50.7 44.6 45.8 47.9

dictionaries NRC 50.6 48.7 40.6 48.1 39.7 51.2 45.8 46.4

Induced
NLPL22 54.5 50.9 50.2 50.2 53.7 58.3 54.9 53.2
FastText 22.4 70.6 18.6 55.9 40.7 61.9 50.0 45.7
Twitter 49.7 64.8 71.2 53.3 57.5 55.5 59.8 58.8

Table 10: Per class and Macro averaged F1 for emotion classification results on the enISEAR dataset.
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Class Seed Words

Positive good nice happy beautiful wonderful enjoy love best terrific great
Negative bad mean terrible sad ugly hate dislike disgusting worst stressful
Anger angry mad annoyed hate annoying furious upset irritated irritating displeased
Anticipation want wanting desire anticipate anticipating wait waiting expect expecting hope
Disgust yuck disgusting nasty revolting repulsive despicable nauseated repugnant shocking vile
Fear scared afraid fear worried worry scary dangerous dark panic terror
Joy happy content joyful fun cheerful cheerfulness cheer delighted ecstatic elated
Sadness sad unhappy melancholy sorrowful sorrow gloomy gloom pessimistic heartbroken depressed
Surprise wow surprise surprised amazed gobsmacked stunned shocked dazed astonished startled
Trust trust trustworthy confidence confident sure faith conviction convinced belief truthful
Guilt guilt guilty culpability disgrace regret remorse penitence remorseful sorry wrong
Shame ashamed embarrassed embarrassing humiliating humiliated stigma scandal scandalous shame shameful

Table 11: Seed dictionaries for each class.
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