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Abstract

The problem of subjectivity detection is often
approached as a preparatory binary task for
sentiment analysis, despite the fact that theoret-
ically subjectivity is often defined as a matter
of degree. In this work, we approach subjec-
tivity analysis as a regression task and test the
efficiency of a transformer RoBERTa model in
annotating subjectivity of online news, includ-
ing news from social media, based on a small
subset of human-labeled training data. The
results of experiments comparing our model
to an existing rule-based subjectivity regressor
and a state-of-the-art binary classifier reveal
that: 1) our model highly correlates with the
human subjectivity ratings and outperforms the
widely used rule-based pattern subjectivity re-
gressor (De Smedt and Daelemans, 2012); 2)
our model performs well as a binary classifier
and generalizes to the benchmark subjectivity
dataset (Pang and Lee, 2004); 3) in contrast,
state-of-the-art classifiers trained on the bench-
mark dataset show catastrophic performance on
our human-labeled data. The results bring to
light the issues of the gold standard subjectiv-
ity dataset, and the models trained on it, which
seem to distinguish between the origin/style of
the texts rather than subjectivity as perceived
by human English speakers.

1 Introduction

The task of subjectivity detection refers to identi-
fying opinions, attitudes, beliefs and private states
in a given text. Subjectivity detection as a task has
received a lot of attention over the past decades,
resulting in an abundance of methods and tools
for subjectivity analysis. While in the earlier
works, subjectivity was detected using rule-based
approaches employing subjectivity lexicons (Riloff
et al., 2003; Wiebe and Riloff, 2005), in the more
recent studies, subjectivity detection is often ap-
proached with machine learning classifiers trained
on existing gold standard datasets annotated for

subjectivity (Huo and Iwaihara, 2020; Zhao et al.,
2015).

Despite a relatively large body of literature on
the topic, subjectivity detection has often been per-
ceived as a preparatory step for sentiment analysis,
that is, detection of positive or negative polarity of
texts (Chaturvedi et al., 2018; Liu, 2010). Accurate
sentiment analysis relies primarily on subjective
fragments of the text. For this reason, subjectiv-
ity detection has been mostly viewed as a binary
classification task. However, given the complex
nature of the interplay of viewpoints in texts and
numerous ways of expressing oneself with vary-
ing intensity, subjectivity can also be considered a
gradual measure. To the best of our knowledge, the
most widely used tool for subjectivity analysis that
offers a gradual subjectivity estimate is pattern re-
gressor (De Smedt and Daelemans, 2012), which is
rule-based, and therefore, less accurate compared
to state-of-the-art systems.

In the present paper, we approach the problem of
identifying subjectivity as a regression task and
use a semi-supervised approach to train a task-
agnostic transformer model (RoBERTa) to produce
sentence-level subjectivity scores based on a small
subset of human annotations. The data that we
use for training are a dataset of news articles and
social media news posts produced by major UK
news sources, with a small subset of it labeled by
native English speakers. We describe the training
procedure and compare the results of the model
to the average native speaker’s judgements, and
to the widely used rule-based pattern regressor
(De Smedt and Daelemans, 2012) to demonstrate
that our model converges with native speaker in-
tuitions and outperforms the rule-based regressor.
The model is further evaluated as a binary classifier
on our dataset and on the benchmark subjectivity
dataset (Pang and Lee, 2004), showing good perfor-
mance and generalizability to other discourse types.
Finally, we show that our model generalizes better
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to other discourse types than the current state-of-
the-art systems trained on the gold standard sub-
jectivity dataset (Pang and Lee, 2004). These re-
sults highlight the importance of relying on actual
human annotations rather than automatic labeling
for compilation of subjectivity datasets and open
further discussion about the nature of subjectivity
models trained on the gold standard dataset.

2 Related work

The problem of sentence-level subjectivity detec-
tion in the previous literature has been approached
in two ways. The traditional approach is rule-based
and uses subjectivity lexicons and linguistic pat-
tern extraction to define subjective and objective
text fragments (Riloff and Wiebe, 2003; Riloff
et al., 2003; Wiebe and Riloff, 2005; De Smedt
and Daelemans, 2012). A more recent state-of-
the-art approach uses machine learning based text
classification algorithms to detect subjectivity (e.g.,
Hube and Fetahu, 2019; Huo and Iwaihara, 2020;
Lin et al., 2011; Sagnika et al., 2021; Zhao et al.,
2015). Although training deep neural models can
give impressive results, they require large anno-
tated datasets and substantial computational re-
sources, which are not always available. To over-
come this issue, recent studies on subjectivity de-
tection started employing pretrained language rep-
resentation transformer models, such as BERT (De-
vlin et al., 2019), and fine-tuning them for subjectiv-
ity classification task, which showed very promis-
ing results (Huo and Iwaihara, 2020; Kasnesis et al.,
2021; Pant et al., 2020). For instance, Kasnesis
et al. 2021 repot an impressive accuracy of 98.3%
in subjectivity detection in the benchmark subjec-
tivity dataset (Pang and Lee, 2004) using a method
based on ELECTRA-large transformer (Clark et al.,
2020).

In the present work, we adopt the approach of
using a pretrained task-agnostic language model
and fine-tuning it on subjectivity detection task for
our own news dataset. The dataset consists of Face-
book news posts and online news articles produced
by four major UK news sources, with the total size
of 7,751 sentences. Subjectivity of utterances is
known to be a gradual factor in the cognitive theo-
retical accounts of subjectivity (Langacker, 1990;
Traugott, 1995); some utterances are perceived as
more subjective than others. For this reason, in
contrast to many previous studies on automatic sub-
jectivity analysis, we approached the problem of

subjectivity detection as a regression rather than a
binary classification problem. To do so, we trained
our model on a subset of our data that have been
annotated for the degree of subjectivity by human
raters using a 7-point scale.

In the previous literature, benchmark datasets
used for training subjectivity detection models were
often obtained via annotations based on certain
guidelines. For example, one of the earliest re-
sources, namely MPQA Opinion Corpus (Wiebe
et al., 2005), was compiled following a precise
event- and entity-level annotation scheme for what
is considered subjective and objective. In lan-
guages other than English, e.g., in Italian corpus
subjectivITA (Antici et al., 2021), sentence-level
subjectivity annotations were also obtained by ask-
ing annotators to follow specific guidelines on what
should or should not be considered subjective. Al-
though the guidelines are often theory-based, it is
difficult to estimate how they relate to the actual
native speakers’ intuitions. For example, telling an-
notators to label third person attitudes and beliefs
as objective reflects a certain theoretical choice
but may not reflect language users’ perceptions
(e.g., “According to the guests, the show was ex-
tremely unprofessional”). Even more difficult to
relate to human judgements are automatically col-
lected subjectivity datasets, such as the benchmark
SUBJ dataset (Pang and Lee, 2004), which is a
widely used dataset for model training and evalu-
ation. This dataset contains 5,000 movie review
snippets that are automatically labeled as subjec-
tive and 5,000 sentences from plot summaries that
are automatically labeled as objective. However,
a closer look at this dataset reveals many cases
where objectivity of the sentences taken from the
movie plot summaries is questionable (e.g., “What
better place for a writer to pick up a girl?” is con-
sidered as being objective). In the present work,
we train our model on subjectivity annotations by
native speakers who were not asked to follow any
guidelines except for brief definitions of subjec-
tive (“expressing opinions, attitudes and beliefs”)
and objective (“stating factual information”), which
means that our model results represent how sub-
jectivity would be perceived by naïve language
users. Similar approach to obtaining annotations
with only definitions of subjective and objective as
guidelines was used in the compilation of a Czech
subjectivity dataset (Přibáň and Steinberger, 2022).
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3 Method

3.1 Dataset

The dataset contains articles and Facebook posts
on the topics of “crime” and “Covid-19” by four
major UK news sources: two “popular” newspa-
pers focused on soft news content (Daily Mail and
Metro) and two “quality” sources focused on hard
news (BBC News and Sky News). Since the dataset
was collected for the purpose of analyzing subjec-
tivity in the news across different types of sources
(quality and popular) and media channels (articles
on the websites and Facebook posts), the topics
of "crime" and "Covid-19" were chosen to ensure
comparability between the popular and the qual-
ity sources, as these topics are covered by both
types of sources. First, we acquired Facebook posts
of the four sources using Facepager app (Jünger
and Keyling, 2019). Around 2,000 posts per news
source page were randomly selected, setting the
app limits to 100 posts per page, 20 pages and a
one-year time limit, meaning the posts were pub-
lished between December 7, 2020 and December
7, 2021. The information collected included the
text of the post, the news headline (if present), the
link to the original news item (if present), date and
time of publication. Topic selection for "crime"
and "Covid-19" topics was performed using key-
words (see Appendix A). During topic selection
for crime news, several keywords for exclusion of
items were used to make sure that the news items
did not include stories about natural disasters or TV
soap operas. At the preprocessing stage, the posts
were split into sentences using the Python package
NLTK (Bird et al., 2009).

After the Facebook posts were selected, 84 news
articles were randomly chosen out of those posts
that had a corresponding link to the original news
item (21 articles per source, equal distribution of
topics), in an attempt to match the articles and the
Facebook posts subparts of the dataset in the num-
ber of words. The text of the news articles was
scraped from the websites (using the Python pack-
age beautifulsoup; Richardson, 2007). The articles
were also preprocessed and split into sentences
using NLTK (Bird et al., 2009). The resulting
dataset includes 4,778 sentences taken from Face-
book posts (65,058 words) and 2,973 sentences
taken from articles on the websites (72,236 words),
including headlines in both cases.

3.2 Annotation experiment

A random subset of 400 sentences (controlled for
equal distribution of topics, news sources and me-
dia channels) was selected from the dataset for the
annotation experiment. We used Prolific to collect
annotations from 20 native speakers of English. We
semi-randomly split the subset of 400 sentences
into 20 experimental lists matching the number
of annotators, in such a way that every annotator
received 100 sentences for labeling and every sen-
tence was labeled by 5 different speakers. The
participants were instructed to evaluate subjectivity
of the sentences on a 7-point scale, with extremes
marked as “objective” and “subjective”. They were
informed that the sentences were taken from news
articles on the newspaper websites and news posts
on social media, and that some sentences are head-
lines. The participants were given simple concep-
tual definitions of the terms, namely, they were
told that “subjective” meant “expressing personal
opinions, emotions, feelings and tastes, hopes and
wishes, self-made conclusions (e.g., “This is aw-
ful”)”, while “objective” meant “reporting facts,
events, conclusions supported by data (e.g., “The
President had a meeting with the Prime minister”)”.
There were four attention checks asking partici-
pants to select a specific answer option and four
comprehension checks representing clearly subjec-
tive (“This is very beautiful”) and objective (“Lon-
don is the capital of the UK”) sentences that were
expected to be rated with 7 and 1, respectively.
Only those participants who passed all the atten-
tion checks were paid for participation (4 GBP)
and only those who also passed the comprehension
checks were included in the dataset. One partici-
pant failed to pass the attention checks; addition-
ally, two participants failed to pass the compre-
hension checks. After rejecting a participant, their
list was reposted to Prolific until all 20 lists were
successfully annotated. The mean age of partic-
ipants in the final dataset was 36 (SD=15, range
19-67). The experiment was approved by the Ethics
Assessment Committee Humanities of Radboud
University (reference number 2022-9393).

Since our participants each rated a different sub-
set of 100 sentences from all other participants, in
order to estimate the inter-rater agreement, we com-
puted the correlation of each participant’s ratings
with the mean of the remaining participant’s ratings.
We chose a correlation score of r=.4 as an inclusion
threshold, leaving out one participant whose score
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was lower than .4. The mean correlation score of
the remaining 19 raters was r=.64. We also ex-
cluded two sentences from the annotated subset as
those were discovered to be duplicates (although in
the full dataset these sentences come from different
news items, they share the same text: “BREAK-
ING”). For the remaining 398 sentences rated by
19 subjects, we computed mean scores and stan-
dard deviations. Figure 1 shows the distribution of
standard deviations over the scores: as expected
for this type of data, the more extreme scores have
smaller deviations since people tend to agree on
what is clearly subjective and objective, while the
scores towards the middle have larger deviations
reflecting weaker agreement among raters.
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Figure 1: The distribution of standard deviations over
mean subjectivity scores for annotated sentences.

3.3 Model training
In order to improve the performance of our text
classifier/regressor, we began by fine-tuning the
robustly optimized BERT transformer RoBERTa-
base (Liu et al., 2019), which is based on dynamic
masked priming, by adapting it to the unlabeled
part of our dataset using the simpletransformers
library (Rajapakse, 2019). Doing this for just a
single epoch provided a small improvement in the
final regression/classification results. Subsequently,
we trained a text regression model on the labeled
subset of our data using our version of RoBERTa-
base fine-tuned to our specific dataset. We split the
labeled data into a training set (298 sentences), a
validation set (50 sentences) and a test set (50 sen-
tences). For each of the 298 sentences, the model
was trained to produce an average rating for that
sentence provided by the human annotators. The
human rating scores were normalized from the 7-
point scale into a [0-1] scale. The convergence
of the evaluation loss indicates that 20 epochs are

sufficient training for this model (Figure 2). After
testing the model’s performance, it was applied to
the full dataset to obtain subjectivity scores per sen-
tence. The dataset with sentence-level subjectivity
scores predicted by our model is available online.
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Figure 2: Training and evaluation loss.

4 Results

4.1 Evaluating the model as a text regressor
Our model’s predictions on the test set show that
there is a very high correlation with the average
human ratings (r=.79), accounting for over 62% of
the variance. Figure 3 shows a plot of the correla-
tion between the model’s prediction and the true
human ratings. Beyond being quite a good cor-
relation, this is above the correlation achieved by
any of the raters with the average of the remaining
raters (the maximum achieved by the raters was
r=.76, the average correlation was r=.64, and the
median correlation was r=.67). In other words, our
model is a better match to the average human rater
than any of the human raters was.
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Figure 3: Correlation between our model’s predictions
and the human ratings on the test set.

For comparison, we provide subjectivity anno-
tation with TextBlob (using SpacyTextBlob; Loria,
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Figure 4: Correlation between pattern’s (TextBlob) pre-
dictions and the human ratings on the test set.

2018) as a baseline performance. TextBlob uses the
rule-based sentiment valence and subjectivity tag-
ger from the pattern library described in De Smedt
and Daelemans (2012). This is one of the most pop-
ular sentiment analyzers for English. In addition
to sentiment, it provides subjectivity ratings on a
scale from 0.0 (totally objective) to 1.0 (totally sub-
jective). We evaluate pattern’s performance on our
test set by comparing pattern’s subjectivity ratings
with the average ratings provided by our annota-
tors. The correlation plot is presented in Figure 4.
As we can see from the plot, pattern’s predictions
correlate very poorly with human raters (r=.28), ac-
counting for barely 8% of the variance in the rating
means. Thus, our model substantially outperforms
a widely used tool for subjectivity annotation based
on regression. To give an example for comparison,
a sentence "Rose West was convicted of 10 murders
in November 1995 and is serving life" from our test
set received an average score of 0 by the human
annotators (which corresponds to 1 on the 7-point
scale), suggesting that it was perceived as objective.
While our model predicted a similar subjectivity
score of .08 for this sentence, the pattern regres-
sor estimated it as very subjective with a score of
.95. From the above, we can conclude that using
our model for tagging a corpus should result in an
annotation that would be at least as good as an an-
notation that would be obtained if a single person
rated all sentences for subjectivity.

4.2 Additional test set

In order to test our model’s performance further,
we collected an additional human-labeled test set
by randomly selecting 100 sentences from the unla-
beled part of our dataset. We obtained subjectivity
ratings for theses sentences from 5 native English

speakers (M=29, SD=7, range 19-35) using the
same procedure as in the first annotation experi-
ment (Section 3.2). Comparing each participant’s
ratings and their correlation with the mean of the
other participants’ ratings led to exclusion of one
outlying participant, whose correlation with the
others was below .4 threshold. The mean correla-
tion score of the remaining participants was r=.60.
Since all participants rated the same set of items
in this experiment, we also computed an intraclass
correlation coefficient (ICC) to estimate inter-rater
agreement between participants. The ICC estimate
at 95% confidence level using a two-way random-
effects model (using the pingouin Python package;
Vallat, 2018) was .41 for a single rater, suggesting
fair bordering with poor reliability of raters as indi-
viduals. The ICC estimate for the average of raters
was .74 indicating moderate bordering with good
inter-rater agreement. The correlation between the
average human ratings and our model’s predictions
are presented in Figure 5. The correlation score
was r=.61, explaining 37% of the variance. Al-
though this score is lower than the score obtained
for the original test set, it is just above the mean
correlation between the raters of this additional set
(r=.60). Therefore, as in the previous tests, our
model is indeed a very good model of the average
human rater. Notice that one should not expect the
model to show very high correlation scores with
the raters’ evaluations when the raters themselves
do not agree on the evaluation of these sentences,
as is indicated by the low inter-rater agreement
scores. Further research is needed to investigate
whether there are natural clusters among the raters
which would imply that there are different ways
of understanding what subjectivity is among En-
glish speakers. We believe that the performance
of our model on the additional test set is not sur-
prising given the low level of agreement among
human raters themselves, and together with rela-
tively good performance on the benchmark dataset
(see Section 4.4 below), indicates that our model is
a good subjectivity predictor.

4.3 Evaluating the model as a binary classifier

Although we have trained the model as a text re-
gressor, it can also be used as a classifier, by dis-
cretizing the continuous scores on one or more
thresholds for both the true and the predicted labels.
Given that the human annotators were instructed
to rate subjectivity on a 7-point scale, it is clear
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Figure 5: Correlation between our model’s predictions
and the human ratings on the additional test set.

that anything with an average rating above .5 (i.e.,
above 4 on the 7-point scale), was considered as
more subjective than objective by the annotators,
and therefore, human-labeled data can be split on
the .5 threshold. On the other hand, our model
was trained on minimizing the mean squared error
between predictions and true labels, and not on
classification. Furthermore, the data in the train-
ing set were unbalanced towards objective labels
(Figure 6). For this reason, one might want to
consider a threshold different from .5 for taking a
prediction of the model as subjective. We found
the optimal threshold value for the model output
by considering the model’s predictions and opti-
mizing the value of the F1 score (for the minority
category "subjective") as a function of the thresh-
old value. The result of this optimization can be
seen in Figure 7. It shows that taking a classifi-
cation threshold of θ=.6245, leads to the optimal
classification behavior with an impressive accuracy
of 92% and F1=.80. This is a slight improvement
over the classification that would be obtained by a
plain .5 threshold, which still leads to a very good
classification performance with an accuracy of 86%
and F1=.74. The overall performance of our model
as a classifier can be appreciated in the diagonal
confusion matrix (Figure 8).

4.4 Evaluation on the benchmark subjectivity
dataset

As mentioned above, the most used dataset for eval-
uating subjectivity labels is the SUBJ dataset in-
troduced in Pang and Lee (2004). This dataset
contains 10,000 short texts. Of these, 5,000 – auto-
matically labeled as subjective – are movie review
snippets (e.g., “bold, imaginative, and impossible
to resist”) from www.rottentomatoes.com. The
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Figure 6: The distribution of subjectivity scores per
sentence in the labeled set.
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Figure 7: Threshold value for the binary classifier as a
function of F1 score.

remaining 5,000 – automatically labeled as objec-
tive – are sentences from plot summaries taken
from the Internet Movie Database (IMDb). This
dataset is generally taken as a gold standard for
subjectivity. However, although there is a clear
correlation between subjectivity and the source of
the text (review snippets being subjective vs. plot
sentences being objective), one can find many ex-
amples in the dataset where this assumption fails.
For instance, the IMDb sentence: “What better
place for a writer to pick up a girl?” is labeled
as objective in the SUBJ dataset, but the objectiv-
ity of this sentence is rather questionable. In all
fairness, such a sentence might indeed have been
objective in the context of the plot summary in
which it appeared but, without such context, as it
appears in the dataset, it is less clearly objective.
Such examples of not-so-objective IMDb sentences
abound in the SUBJ dataset. The opposite, how-
ever, is less common, with the snippets taken from
www.rottentomatoes.com appearing consistently
subjective, at least on visual inspection.

Comparing a variety of traditional (i.e., non-
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Figure 8: Confusion matrix of our model on the test set.

deep-learning) methods, Wang and Manning (2012)
report maximum accuracy of 93.6% in tagging this
corpus. In a recent review, Kasnesis et al. (2021)
raise this maximum accuracy to 98.3% using a
method based on the ELECTRA-large transformer.
Our text regression model was trained on a com-
pletely different type of texts. Such texts were also
used for setting the classification threshold. De-
spite the mislabeling present in the SUBJ dataset,
it is still interesting to evaluate how our model per-
forms on the test set of the SUBJ dataset. The
density plot of the predicted subjectivity scores is
presented in Figure 9.
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Figure 9: Density plot of our model’s predictions on the
test set of the SUBJ dataset.

As mentioned above, it appears that many of the
"objective" sentences in the SUBJ dataset are in
fact more than a bit subjective. The opposite (i.e.,
rather objective sentences labeled as "subjective")
is less common in the dataset. If this intuition is
true, and our model captures the actual subjectivity
of the texts in the corpus, we should expect to see
that the predictions of our model are visibly skewed
towards the subjective, instead of being balanced
as it is assumed in the dataset design. The kernel

density estimate plot of our model’s predictions
(Figure 9) confirms this intuition: there are substan-
tially more subjectively labeled sentences than one
would have expected in a balanced labeled corpus.
The green dashed line on the density plot denotes
the optimized classification threshold, and the red
dashed line plots the suboptimal .5 classification
threshold. The slight shoulder on the left side of
the density plot is a trace of bimodality. This bi-
modality arises because, on average, the sentences
from movie plots are indeed more objective than
the movie review snippets, but this is far from a
clear-cut distinction in terms of objectivity.

If we use the classification threshold that we es-
tablished on our own testing set, without further
optimization, we obtain an accuracy of 78.2%, and
an impressive F1=.79 on the SUBJ test set, just
slightly below what we obtained for our own test-
ing set. This is remarkable, considering that the
SUBJ dataset is substantially different from the
dataset that we trained our model on. Even if we
had chosen to keep the suboptimal classification
threshold at .5, we would still obtain an accuracy
of 69.8% and a very good F1=.76. Examining the
confusion matrix for this dataset with the optimized
threshold value (Figure 10), we find that the accu-
racy especially suffers from cases that were labeled
as "objective" in the corpus, but our model in fact
considers them subjective. However, if we bear
in mind the mislabeling present in SUBJ dataset
that we discussed above, these might in fact not
be errors, but sometimes cases where our model
is actually outperforming the supposed gold stan-
dard. For instance, the aforementioned sentence

“What better place for a writer to pick up a girl?”,
which is labelled as objective in the SUBJ dataset,
but appears subjective to us, is given a subjectivity
score of .66 by our model. Thus, this sentence is
evaluated as unclear but slightly subjective by our
model. To us this appears to be a better assess-
ment of this sentence’s subjectivity than the gold
standard label of "objective". To give another ex-
ample, a sentence "Moving cross country isn’t even
a problem for her" is tagged as objective in the
SUBJ dataset. Without the context, this sentence
seems to represent an opinion/judgement, which is
in essence subjective. Our model’s prediction for
subjectivity of this sentence is .78, which, in our
opinion, is a more accurate estimate.
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Figure 10: Confusion matrix of our model on the test
set of the SUBJ dataset.

4.5 Performance of state-of-the-art classifiers
on our data

At an accuracy of 78.2% and an F1 of .79, our sys-
tem performs relatively well on the SUBJ dataset
benchmark. Nevertheless, this performance is well
below the top performance (with an accuracy of
98.3%) reported by Kasnesis et al. (2021) for the
same dataset. We suspect, however, that the out-
standing performance of subjectivity classifiers
trained on this dataset is in fact misleading. As
we have seen, many of the examples (certainly
more than 2%) in this gold standard are actually
mislabeled with respect to subjectivity itself. This
suggests that such top performing systems, rather
than learning to distinguish subjective from objec-
tive passages, are in fact learning to distinguish the
language used in movie review snippets from the
language used in movie plots. The fact that this
distinction indeed correlates with subjectivity ex-
plains why our system, trained on data explicitly
labeled for subjectivity, is still able to perform well
on this dataset.

To investigate this further, we trained a two-
way classifier (based on a distilBERT-base-uncased
transformer) on the 8,100 training passages of the
SUBJ dataset, using an additional 900 passages as
a validation set. Our system performed slightly
below the best reported performances, with an ac-
curacy of 93.5% and F1=.93 on the 1,000 test pas-
sages from the SUBJ test set. We did not spend
much time optimizing this system because we
believe that improving the system’s performance
would not lead to results much different from those
we report below. Once this model was trained, we
tested the model on the 50 test sentences from our
human-labeled dataset.

The two-way classifier seemed to perform rela-
tively well on the 50 test sentences from our dataset,
with an accuracy of 75.5%. However, examining
the performance in more detail revealed that on our
dataset (which reflects human subjectivity ratings),
the model obtained a dismal F1=.25 in classifying
subjective sentences. The very low F1 is explained
by the confusion matrix below (Figure 11): the
model shows more false positives and misses than
it shows hits in labeling a sentence as subjective.
This confirms our suspicion that the outstanding
performance of this model on the SUBJ dataset re-
flects not the fact that the model is a good classifier
of subjectivity, but rather the fact that this model
instead learned how to distinguish the language in
movie review snippets from that used in movie plot
descriptions. Given this finding, it is to be expected
that even the top state-of-the-art models reaching
accuracies above 98% on the SUBJ dataset, would
not succeed in distinguishing what is really subjec-
tive from what is really objective.
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Figure 11: Confusion matrix of the state-of-the-art clas-
sifier trained on SUBJ dataset on our human-labeled test
set.

5 Conclusion

In this paper, we approached the problem of sub-
jectivity analysis as a regression task and tested the
efficiency of transformer language representation
models, such as RoBERTa, in annotating subjectiv-
ity using a paradigm of semi-supervised approach
based on a small subset of human-labeled data. Our
model showed a very high correlation with the av-
erage human rater and significantly outperformed
a widely used rule-based pattern subjectivity re-
gressor. The model also performed well as a bi-
nary classifier, both on our news dataset and on
the benchmark subjectivity dataset exemplifying
different discourse types. In contrast, we found
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that the state-of-the-art classifiers with best perfor-
mance on the benchmark dataset and trained on
that dataset show catastrophic performance on our
human-labeled dataset, which is not very differ-
ent from the baseline. This means that our model
generalizes across domains much better than the
current best systems. Moreover, this brings to light
the issues of the subjectivity dataset that is consid-
ered the gold standard for subjectivity detection
task. Rather than labelling for actual subjectivity,
the gold standard dataset uses the origin of the texts
(movie review snippets vs movie plot descriptions)
as a proxy for subjectivity. Although the origin of
the text undoubtedly correlates with subjectivity,
these distinctions are not the same. As a result,
state-of-the-art subjectivity classifiers trained on
this dataset might be learning how to distinguish
the language of movie review snippets from that
of movie plot descriptions, rather than classify-
ing subjectivity, as perceived by native speakers.
Future work could further analyze how the perfor-
mance of state-of-the-art classifiers trained on the
benchmark subjectivity dataset compares to human-
labeled subjectivity ratings in order to shed light
on what exactly these systems are learning. Our
work highlights the importance of using human
annotations in such complex tasks as subjectivity
detection. Future work can also be done in fur-
ther comparing the performance of systems that are
trained on the datasets labeled following explicit
theoretical instructions to those trained on naïve
human judgements about subjectivity. In addition,
future studies on automatic subjectivity detection
systems could investigate the origins of the dif-
ferences in subjectivity perception across native
speakers.
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A Appendix

Keywords for “Covid-19” news: "pandemic", "epi-
demic", "covid", "vaccin", "vaxx", "lockdown",
"coronavirus", "omicron", "quarantine".

Keywords for “crime” news: "[ˆa-z]kill", "jail",
"arrest", "crime", "murder", "kidnap", "[ˆa-z]rape",
"[ˆa-z]rapi[ˆd]", "criminal", "terrorist", "shoot-
ing", "homicide", "robbery", "sentenced", "felony",
"fraud".

Keywords for exclusion of news items about
soap opera and natural disaster: “soaps”, “spoiler”,
“storm”, “avalanche”, “volcano”, “lightning”, “tor-
nado”, “flood”.
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