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Abstract
Monolinguals make up a minority of the
world’s speakers, and yet most language tech-
nologies lag behind in handling linguistic be-
haviours produced by bilingual and multilin-
gual speakers. A commonly observed phe-
nomenon in such communities is code-mixing,
which is prevalent on social media, and thus
requires attention in NLP research. In this
work, we look into the ability of pretrained
language models to handle code-mixed data,
with a focus on the impact of languages present
in pretraining on the downstream performance
of the model as measured on the task of sen-
timent analysis. Ultimately, we find that the
pretraining language has little effect on perfor-
mance when the model sees code-mixed data
during downstream finetuning. We also evalu-
ate the models on code-mixed data in a zero-
shot setting, after task-specific finetuning on a
monolingual dataset. We find that this brings
out differences in model performance that can
be attributed to the pretraining languages. We
present a thorough analysis of these findings
that also looks at model performance based on
the composition of participating languages in
the code-mixed datasets.

1 Introduction

In multilingual societies, contact between multiple
languages has resulted in a plethora of linguistic
phenomena that have long been the subject of study
in linguistics, and more recently in NLP. One such
phenomenon is code-switching, or code-mixing1,
in which speakers use material from two or more
languages within the same conversation (Thoma-
son, 2001).

Code-mixing typically occurs in informal reg-
isters and casual conversations, permitted or
constrained by different sociolinguistic factors
(Doğruöz et al., 2021). The typical lack of formal-
ity surrounding the use of code-mixing contributes

1Although distinctions between the two terms are made,
we use them interchangeably.

to difficulties in data collection, as code-mixing is
less likely to occur in official documents by gov-
ernments and organizations, which have been re-
liable resources for the creation of many datasets
(Sitaram et al., 2019). In contrast, social media
has been a particularly fruitful domain for sourcing
code-mixed data, useful in a wide variety of down-
stream tasks (Barman et al., 2014; Banerjee et al.,
2016; Chakma and Das, 2016; Vijay et al., 2018;
Patra et al., 2018a; Bohra et al., 2018). Among
these tasks, sentiment analysis and offensive lan-
guage detection stand out in particular, as Agarwal
et al. (2017) have demonstrated that multilingual
speakers are likely to utilize code-mixing to express
their emotions, especially when cursing. Thus, im-
proving methodologies for working with intricate
code-mixed data is highly relevant to the study of
sentiment analysis, and social media at large.

The advent of pretrained language models
(PLMs) has tangibly shaped the norms for working
with most languages, yet the implications for code-
mixed data are much less clear. PLMs have so far
largely operated under monolingual assumptions
and biases (Ramesh et al., 2023; Talat et al., 2022).
Most PLMs, including the massively multilingual
ones, are trained on large web corpora, and studies
have shown that the quality filters and data selec-
tion methodologies for these data sources tend to
exclude text with dialectal nuances, such as text
with non-standard varieties of English like African
American English, or Hispanic-aligned English.
(Dodge et al., 2021; Gururangan et al., 2022). At-
tempts have been made at language modelling for
code-mixed data (Gupta, 2019; Nayak and Joshi,
2022), but an interesting question remains about
how much the languages used in the pretraining of
PLMs interact with each other to impact their per-
formance on code-mixed data. A better understand-
ing of this would enable targeted resource alloca-
tion to code-mixed NLP, and also potentially help
understand how PLMs process language. PLMs
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that have been pretrained on many high- and low-
resource languages are now widely available and
accessible, which provides a fertile ground for such
analyses (Wolf et al., 2020). To shape the focus of
this study, we introduce our hypothesis below.

Hypothesis: PLMs trained exclusively on data
from relevant languages would demonstrate better
performance than those that contain other extra-
neous languages and/or are only trained on one
language.

At the same time, the “curse of multilingual-
ity”, coined by Conneau et al. (2019), refers to
the trade-off between adding more languages to
increase cross-lingual capabilities, and the conse-
quences of adding too many which can ultimately
lead to loss of performance across the board in
monolingual and cross-lingual benchmarks. Mas-
sively multilingual models can be susceptible to
this, and therefore we presume that models trained
on data from relevant language families would be at
an advantage. To this end, we test the performance
of 7 pretrained language models on the task of sen-
timent analysis for different code-mixed datasets,
which cover 6 languages.

2 Background

2.1 Code-Mixed NLP
In recent years, research in code-mixed NLP has
steadily increased, resulting in the release of bench-
mark datasets like GLUE-CoS (Khanuja et al.,
2020) and LinCE (Aguilar et al., 2020), organized
shared tasks (Aguilar et al., 2018; Solorio et al.,
2020, 2021), and several survey papers (Sitaram
et al., 2019; Doğruöz et al., 2021; Winata et al.,
2022). Although most code-mixing datasets in-
clude at least one high-resource language like En-
glish, progress in code-mixed NLP still lags be-
hind as there exist additional challenges not present
within the scope of monolingual work. Firstly, de-
tecting or predicting when and where code-mixing
will occur is non-trivial for a wide variety of linguis-
tic reasons (Doğruöz et al., 2021). Most language
identification approaches operate on the document
or sentence level, rather than token level, and thus
do not perform well for code-mixed data (Caswell
et al., 2020). Moreover, some code-mixed data
includes the use of multiple scripts, which can fur-
ther complicate matters. Therefore, it is not sur-
prising that, as Khanuja et al. (2020) found with
mBERT, performance over code-mixed data is typi-

cally worse than monolingual counterparts, calling
for further studies on the capabilities of PLMs on
code-mixed data.

Studies in code-mixed sentiment analysis have
demonstrated the strong relationship between a
speaker’s language choice and the sentiment they
wish to convey. For example, Rudra et al. (2016)
found that bilingual Hindi-English speakers pre-
ferred to express negative sentiments in Hindi. Sim-
ilarly, Ndubuisi-Obi et al. (2019) found that Naija
was used for expressing any kind of sentiment
(i.e. high-emotion settings), in lieu of English for
matter-of-fact statements. While this makes code-
mixing relevant to studies in sentiment analysis,
Zaharia et al. (2020) have noted that current meth-
ods in this space cannot cope when two languages
come together to express one sentiment. Thus, im-
proved methods for code-mixed NLP are also im-
portant for sentiment analysis in general, in a world
where most people are bilingual or multilingual.

2.2 Transfer Learning
Transfer learning is the capacity of a model to take
knowledge acquired from one language or domain
and effectively apply it towards another. Thus,
without enough data to create PLMs tailored to
code-mixed language, transfer learning will un-
doubtedly play an important role in processing
code-mixed text. PLMs have shown promising
transfer learning abilities across languages that are
similar (Pires et al., 2019; Lin et al., 2019; de Vries
et al., 2022). Pires et al. (2019) demonstrated that
successful cross-lingual transfer can lead to mul-
tilingual representations that are able to incorpo-
rate information from multiple languages, and even
generalise across observed scripts, ultimately lead-
ing to increased performance on code-mixed data.
PLMs have also been proven to have zero-shot
transfer capabilities (Wu and Dredze, 2020), which
can then be further enhanced by fine-tuning on lim-
ited instances from the target languages (Lauscher
et al., 2020; de Vries et al., 2021). However, other
work has shown that transfer learning is not always
trivial. In the context of Creole NLP, Lent et al.
(2022) found that even pretraining on languages
with direct genealogical ties to the target Creoles
failed to result in useful PLMs for those languages.
Thus, further investigation of the mechanisms of
pretraining data on the performance of PLMs is
required.
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3 Languages and Datasets

The datasets used in this study are mainly com-
prised of text scraped from Twitter, Facebook and
YouTube. Details are summarised in Table 1. All
datasets from this work can be found in our github
repository2.

Dataset Language Train / Dev

AfriSenti pcm 5.1K / 1.2K
NaijaVader pcm 9.8K / 1.4K
SAIL hin-eng 10K / 1.2K
IIITH-CodeMix hin-eng 2.7K / 388

TamilMixSentiment tam-eng 110K / 1.2
MalayalamMixSentiment mal-eng 4.2K / 480
DravidianCodeMix tam-eng 33K / 4.2K
DravidianCodeMix mal-eng 14K / 1.8K
DravidianCodeMix kan-eng 5.2K / 656

Table 1: Details about the datasets in the study. The first four
datasets have 3 labels - ‘positive’, ‘negative’ and ‘neutral’, and
the latter five datasets have 4 labels - ‘positive’, ‘negative’,
‘mixed_feelings’ and ‘unknown_state’.

3.1 Code-Switching in India
With the multitude of languages being spoken in In-
dia, and the plethora of bilingual and multilingual
speakers, code-switching is a commonly observed
phenomenon (Barnali, 2017). With the dominance
of English in Indian society, educational institu-
tions and official communications, there are mil-
lions of English speakers in India who can also be
fluent in at least one other native Indian language.
Thus, speakers can frequently switch between En-
glish and their other native language for ease of
communication. Very commonly observed is Hindi-
English code-switching, more popularly known as
Hinglish, which refers to mixing of Hindi and En-
glish lexicon, phrases and syntax. In the written
form, it is normally seen in Latin script. This paper
looks at Hinglish, along with the mixing of English
with Dravidian languages like Malayalam, Tamil
and Kannada.

Hinglish Data For Hinglish we use the datasets
curated by Joshi et al. (2016) (hereafter referred to
as IIITH-CodeMix) and Patra et al. (2018b) (here-
after referred to as SAIL). The IIITH-CodeMix
dataset consists of user comments from popular In-
dian Facebook pages, with comments not written in
the Roman script, or comments completely in En-
glish being removed. The SAIL dataset, included

2https://github.com/kushaltatariya/
Sentiment-Analysis-for-Code-Mixed-Data

in the GLUECoS benchmark, on the other hand, is
Twitter data, again with only romanized instances
of Hindi.

Dravidian Data For south Indian languages in
the Dravidian language family, we use 5 datasets
in 3 languages - Tamil, Malayalam and Kan-
nada. The dataset introduced in Chakravarthi
et al. (2020b) is referred to as TamilMixSentiment,
with Tamil-English data, and (Chakravarthi et al.,
2020a) is called MalayalamMixSentiment, contain-
ing Malayalam-English data. The remaining 3,
in Tamil, Malayalam and Kannada, come from
Chakravarthi et al. (2021), following a similar an-
notation scheme as the previous ones, hereafter
referred to as DravidianCodeMix. All five datasets
have been created from scraping YouTube com-
ments.

The Dravidian datasets, unlike the others, con-
tain text that is not in the Latin script. For this
study, however, we transliterated all the non-Latin
characters into Latin script to make fair compar-
isons between monolingual models that have not
been trained on non-Latin script and the multi-
lingual ones that have. Moreover, Moosa et al.
(2023) found that transliteration helps improve
multilingual model performance and cross-lingual
representations. We used the transliteration li-
brary for Indic languages created by Madhani
et al. (2022), trained on the Aksharantar dataset.
Additionally, the original datasets contain 5 la-
bels - ‘positive’, ‘negative’, ‘mixed_feelings’, ‘un-
known_state’ and ‘not_target_language’. All exam-
ples labeled ‘not_target_language’ were removed
from the datasets since they contained non-Indic
scripts that the transliteration model has not seen,
and language identification falls outside the scope
of this study.

3.2 Code-Switching in Nigeria
Nigerian Pidgin, commonly referred to as Naija,
is the unofficial lingua franca in Nigeria (Ekun-
dayo, 2022). It is an English-based Creole, which
arose from language contact between English and
local Nigerian languages such as Hausa, Yoruba,
Igbo, and others. Despite the significant influence
of English on the language, Naija is a fully inde-
pendent language of its own, with aspects of mor-
phology, syntax, and semantics that are detached
from English (Agbo and Plag, 2020; Odiegwu,
2022). Code-mixing in Nigeria can often occur be-
tween English, Naija, and a given speaker’s mother
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Is It Present?

Monolingual Multilingual Indic African Code-mixed

Language Script BERT RoBERTa mBERT XLM-R IndicBERT MuRIL AfriBERTa AfroXLMR HingMBERT

English (eng) Latin ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Naija (pcm) Latin ✓ ✓
Hinglish Latin ✓
Hindi (hin) Latin ✓ ✓

Devanagari ✓ ✓ ✓ ✓ ✓
Malayalam (mal) Latin ✓

Malayalam ✓ ✓ ✓ ✓ ✓
Tamil (tam) Latin ✓ ✓

Tamil ✓ ✓ ✓ ✓ ✓
Kannada (kan) Latin ✓

Kannada ✓ ✓ ✓ ✓ ✓

Table 2: Languages present in the pretraining of each PLM.

tongue (Mensah and Ndimele, 2014; Akande and
Salami, 2021; Sarah and Oladayo, 2021). However,
the boundaries between Naija and code-mixing
may not always be straightforward to diagnose,
as Naija is amenable to immense variation from
one speaker to another (Lent et al., 2022). While
most datasets in Naija are not designed for studying
code-mixing (with the exception of Ndubuisi-Obi
et al. (2019)), we surmise that some code-mixing
may be present in Naija text, as a result of Naija’s
flexibility for speakers’ individual linguistic back-
grounds. Therefore, we include Naija in our analy-
sis to gain a perspective on how language models
perform on code-mixing within a language in its
own right. This choice is also in line with previ-
ous work, which acknowledges the propensity for
code-mixing in Naija and other African Creoles
(Adebara et al., 2022).

Naija Data We use two datasets for Naija. The
first one was introduced by Oyewusi et al. (2020)
(hereafter referred to as NaijaVader) within the
VADER Sentiment Analysis framework (Hutto and
Gilbert, 2014), containing tweets. The authors
did not release official splits of the data, so we
created our own train-dev-test splits. The second
dataset (hereafter referred to as AfriSenti), is part
of Muhammad et al. (2023), a Twitter sentiment
analysis benchmark for African languages. They
used a location and vocabulary based setup to col-
lect tweets in each respective language.

4 Models

The PLMs compared in this study can be classified
into four categories based on their pretraining data:
monolingual, multilingual, Indic and African, pre-
sented in Table 2. We used the base version of each
model for our experiments, without performing any

additional pretraining.

Monolingual Models For this study, we focus
mainly on standard English monolingual PLMs,
namely BERT (Devlin et al., 2018) and RoBERTa
(Liu et al., 2019). The datasets contain code-mixing
of various languages with English. Thus, English
construes a large part of, and is a common thread in,
language data that we analyse. Both these models
also have multilingual versions, mentioned below,
which serves us well for comparability.

Massively Multilingual Models The multilin-
gual BERT model (mBERT) (Devlin et al., 2018) is
a transformer model pretrained on the Wikipedias
of 104 languages including some Indic and African
languages. XLM-RoBERTa (XLM-R) (Con-
neau et al., 2020) is the multilingual version of
RoBERTa, pretrained on 100 languages from the
CommonCrawl corpus. The Hindi included in the
pretraining is romanized Hindi, instead of Devana-
gari Hindi, which is notable for our purposes since
we only have romanized Hindi in our Hinglish
code-mixed datasets. XLM-R specialises in cross-
lingual representations. Both PLMs were chosen
based on their competitive performance on low-
resource languages.

Indic Language Models Introduced by Dodda-
paneni et al. (2022), IndicBERT v2 is a PLM incor-
porating 24 Indian languages, including English. It
is a standard BERT model pretrained on IndicCorp
v2, introduced in the same paper, with the Masked
Language Modelling (MLM) objective function.
While there are different flavours of the model
available that are trained on an additional Trans-
lation Language Modelling (TLM) objective, we
use the standard MLM-only model since we found
marginal differences in the scores when we tested
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Dataset IndicBERT MuRIL AfriBERTa Afroxlmr mBERT XLM-R BERT RoBERTa HingMBERT

AfriSenti - - 0.75 0.78 0.76 0.77 0.77 0.76 0.77
NaijaVader - - 0.72 0.74 0.73 0.74 0.74 0.73 0.73

SAIL 0.62 0.62 - - 0.60 0.64 0.60 0.61 0.66
IIITH-CodeMix 0.69 0.73 - - 0.69 0.71 0.70 0.70 0.74

TamilMixSentiment 0.71 0.70 - - 0.70 0.71 0.70 0.71 0.71
DravidianCodeMix (tam) 0.64 0.64 - - 0.65 0.66 0.65 0.65 0.66

MalayalamMixSentiment 0.73 0.73 - - 0.73 0.74 0.71 0.74 0.73
DravidianCodeMix (mal) 0.76 0.77 - - 0.75 0.76 0.76 0.75 0.77

DravidianCodeMix (kan) 0.71 0.70 - - 0.70 0.67 0.66 0.70 0.70

Table 3: Accuracy scores on the validation sets. Bold indicates best result for a dataset. The first two datasets are in Naija, next
two in Hinglish, then Tamil-English, Malayalam-English, and the final single dataset is for Kannada-English code-mixing.

both the models on our datasets.
MuRIL (Khanuja et al., 2021) contains 16 In-

dian languages and English, from the Common
Crawl OSCAR corpus, Wikipedia, PMINDIA cor-
pus and the Dakshina Dataset, trained on the MLM
and TLM objective functions. The TLM objective
leverages both translated and transliterated data, to
account for code-mixing.

African Language Models For the Naija
datasets, we compare two language models trained
on African languages, and the only models in our
roster that include Naija in the pretraining.

AfriBERTa (Ogueji et al., 2021) is a transformer-
based language model pretrained on 11 low-
resourced African languages, with data sourced
from the BBC news and the Common Crawl Cor-
pus. It is trained with the standard MLM objective.

AfroXLMR (Alabi et al., 2022) is currently the
largest available PLM for African languages. This
model results from applying multilingual adaptive
finetuning on XLM-R, with language adaption be-
ing performed on 17 African languages, and 3 other
high resource languages spoken on the continent,
including English sourced from the mt5 pretraining
corpus, the BBC and other news websites.

Code-mixed Language Model We also include
HingMBERT (Nayak and Joshi, 2022), a PLM con-
taining Hinglish data in the pretraining. It is a
multilingual BERT model that has been further
pretrained on the L3Cube-HingCorpus. In the
same work, the HingCorpus consists of code-mixed
tweets - both in Latin script and transliterated into
Devanagari. While there is a version of the model
that has been pretrained on both Latin and Devana-
gari script, we use HingMBERT pretrained only on
the latinized corpus to match our data.

In summary, each of the above PLMs selected
for this work included training data for at least one

language relevant to the target code-mixed data.
Thus, we refine our hypothesis:

Refined Hypothesis: Indic language models
would perform better on the Indic datasets, and
the African language models would perform bet-
ter on the Naija datasets, than the monolingual or
multilingual language models. Additionally, the
code-mixed language model would perform better
on the Hinglish datasets than the other PLMs.

5 Experiments

We used the Massive Choice Ample Tasks
(MaChAmp) (van der Goot et al., 2021) codebase
for the experiments. MaChAmp provides an effi-
cient and effective way to finetune PLMs on down-
stream tasks.

5.1 Finetuning
We finetuned the models on the training data from
the code-mixed datasets. For the Indic datasets we
finetuned the monolingual, multingual, codemix
and Indic language models, while for the Naija
datasets we finetuned the monolingual, multilin-
gual, code-mixed and African models. We ran the
experiments for 50 epochs, maintaining the same
hyperparameters across all the models and datasets,
and chose the model with the best performance on
the validation set.

Finetuning Results We report the validation
scores of each model-dataset combination in Ta-
ble 3. Contrary to the hypothesis, there is not
a very tangible difference observed between the
performance of each model on the datasets. Mod-
els trained on relevant languages in some cases
do have the best performance, like Afroxlmr with
AfriSenti, which as seen in Table 2 contains Naija
in the pretraining. Similarly with HingMBERT and
the Hinglish datasets, and MuRil and IndicBERT
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with DravidianCodeMix (kan) and TamilMixSenti-
ment, but this difference is very marginal. MuRil,
trained on Indic languages, outperforms monolin-
gual BERT on DravidianCodeMix (mal) by just one
accuracy point. So does Afroxlmr with AfriSenti,
where BERT is just one point behind.

On the other hand, for the datasets NaijaVader,
MalayalamMixSentiment and DravidianCodeMix
(tam), where the PLMs trained on relevant lan-
guage families do not outperform the other models,
XLM-R comes on top, but again with minimal dif-
ference. For NaijaVader, three categories of PLMs
have very similar accuracy scores - BERT from the
monolingual category, Afroxlmr from the African
category and XLM-R from the multilingual cate-
gory.

5.2 Other Tasks
Results from the above section raise the question
whether models perform fairly similarly because
the models are able to learn simple spurious corre-
lations to classify sentiment, rather than relying on
the PLM’s capacity to understand the code-mixed
data. To rule out this possibility, we performed
similar experiments with Named Entity Recogni-
tion (NER), sarcasm detection and universal depen-
dency parsing (UDPoS) datasets. If PLM perfor-
mance on these tasks yield similar results to the
sentiment analysis tasks, we can conclude that our
findings thus far are pertinent to the capabilities of
PLMs on code-mixed data, generally.

NER For NER, we use the dataset introduced
by Singh et al. (2018), which is also part of the
GlueCoS benchmark. It is a Hinglish dataset of
code-mixed tweets annotated with BIO labels for
persons, organisations and locations. The authors
did not release official train-dev-test splits for the
data, so we created our own, resulting in 50k to-
kens in the training set, and 7k in the validation.
We then finetuned the monolingual, multilingual,
code-mixed and Indic models on the training data.
We also ran a similar experiment with the monolin-
gual, multilingual and African models on the Naija
part of MasakhaNER (Adelani et al., 2021), which
showed similar results as discussed for Hinglish
below. However, since MasakhaNER is sourced
from BBC Pidgin, and owing to the formality of
the register is less likely to contain code-switching,
we report the results for it in Appendix A.1.

Sarcasm Detection For sarcasm detection, we
use the dataset curated by Shah and Maurya (2021),

NER Sarcasm UDPoS

IndicBERT 0.77 0.89 -
MuRIL 0.77 0.90 -
AfriBERTa - - 0.99
AfroXLMR - - 0.99
mBERT 0.78 0.89 0.99
XLM-R 0.77 0.90 0.99
BERT 0.76 0.89 0.99
RoBERTa 0.76 0.89 0.99
HingMBERT 0.78 0.90 -

Table 4: NER span-f1 and accuracy scores for sarcasm detec-
tion and UDPoS on validation sets.

consisting of 144k tweets in Hinglish. They are
annotated based on the presence of hashtags, where
all tweets with #sarcasm, #sarcastic, #irony, #hu-
mor were labelled as positive, and others with gen-
eral hashtags like #politics, #food, #movie were
labelled as negative for sarcasm. We used the splits
released by the authors, and finetuned the monolin-
gual, multilingual, code-mixed and Indic models
on the training data consisting of 115K examples.

UDPoS For UDPoS we use the Naija dataset in-
troduced by Caron et al. (2019), consisting of 140k
words. While it is not a social media dataset, it
contains transcriptions of spoken Naija from dif-
ferent domains like speeches, free conversations,
comments about current affairs, radio programs
etc. Spoken data such as the kind included in this
dataset contains a similar informality to social me-
dia, and thus likely to also contain code-switching.
We used the official splits released by the authors
and finetuned the monolingual, multilingual and
African models on the training data.

Other Results The scores for sequence labelling
with NER and UDPoS, and classification with sar-
casm detection, presented in Table 4, show similar
trends to that of sentiment analysis. All the models
perform equally well, with the difference between
the best and the worst being 2 percentage points in
NER, 1 percentage point in sarcasm detection and
less than 1 percentage point in UDPoS.

5.3 Zero-shot
Since there were only slight differences observed
between the models when finetuning on code-
mixed data, we evaluated the models on the code-
mixed data in a zero-shot setting. In this scenario,
there was no code-mixed data present in the down-
stream finetuning of the models, before testing
on code-mixed data. We performed the zero-shot
experiments with the Hinglish datasets and thus,
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we used monolingual Hindi and English sentiment
analysis datasets for downstream finetuning of the
monolingual, multilingual, code-mixed and Indic
models. This could potentially bring out differ-
ences in model performance, if any, that arise from
differences in pretraining data.

For the Hindi data, we used the sentiment analy-
sis dataset created by Akhtar et al. (2016), which
is also included in the IndicGLUE benchmark
(Kakwani et al., 2020). It contains two indivd-
ual datasets from two different domains - movie
reviews and product reviews. While the movie re-
views contain entire reviews that can potentially
span one or two paragraphs as individual data
points, the product reviews contain one or two
sentences. Thus, to match the structure of the
code-mixed datasets, we only use the product re-
view dataset for downstream finetuning in Hindi.
This dataset is in the Devanagari script, so we first
transliterated it into Latin script for comparability.

For the English data, we used a reduced version
of the SST-2 dataset (Socher et al., 2013), from
the GLUE benchmark (Wang et al., 2018), reduced
to match the size of the Hindi dataset to eliminate
size as a potential factor in the results. We then
evaluated these models on the validation sets from
SAIL and IIITH-CodeMix. Moreover, the English
and the Hindi datasets only have two sentiment la-
bels - ‘negative’ and ‘positive’. Thus, we removed
the instances labelled ‘neutral’ from the Hinglish
validation sets for this scenario.

Zero-shot Results Scores from the zero-shot ex-
periments are in Table 5. Pretraining data here
seems to make a drastic difference in the relative
performance of the models. For both datasets,
HingMBERT outperforms other models by a sub-
stantial margin, in both English and Hindi settings.
When comparing models that do not contain code-
mixed data in the pretraining, in the English setting,
RoBERTa performs the best on both the datasets.
On the other hand, MuRIL shows a very drastic de-
cline in accuracy, being the worst on both datasets.
This is reversed in the Hindi setting, where MuRIL
outperforms the others, and RoBERTa is the least
accurate by a large margin.

6 Analysis

It can be inferred from the above results that for
code-mixed datasets, when finetuning a PLM on
the code-mixed language, the languages seen in
the pretraining may not substantially impact the

SAIL IIITH-CodeMix

Hindi English Hindi English

IndicBERT 0.62 0.61 0.60 0.56
MuRIL 0.64 0.57 0.74 0.43
mBERT 0.57 0.56 0.64 0.47
XLM-R 0.63 0.62 0.70 0.46
BERT 0.61 0.62 0.63 0.57
RoBERTa 0.61 0.66 0.55 0.73
HingMBERT 0.72 0.69 0.78 0.77

Table 5: Zero-shot scores on Hinglish validation sets with
Hindi and English task-specific finetuning.

IIITH-Codemix NaijaVader

IndicBERT 0.69 0.74
MuRIL 0.73 0.72
AfriBERTa 0.68 0.72
Afroxlmr 0.70 0.74

Best Model 0.74 0.74

Table 6: Accuracy scores of Indic models on a Naija dataset
and African models on a Hinglish dataset, along with the best
scores for each dataset from Table 3.

performance of the model. We further confirmed
this by finetuning the African models on IIITH-
CodeMix, and the Indic models on NaijaVader. The
results are in Table 6.

IndicBERT on NaijaVader is on par with the best
performing model, and the African models do not
demonstrate a drastic decline in performance on
IIITH-CodeMix as compared to the Indic models.
On the other hand, the pretraining languages of a
PLM greatly influence performance scores when
testing on code-mixed data in a zero-shot setting.

6.1 Language Identification and Composition
To understand these scores further, we looked at
the composition of each participating language in
the datasets, and compared the predictions of each
model to see, whether despite overall accuracy be-
ing similar in the finetuning scenario, the models
were performing better on one language than the
other.

To this end, we ran a language identification
(LID) model for code-mixed data on the Hinglish
validation sets, using the CodeSwitch (Sarkar,
2020) tool, trained on data from the LinCE bench-
mark. The LID model takes in a code-mixed sen-
tence, tokenizes it into subwords and outputs a
language score for each subword. There were in-
stances where the model assigned different lan-
guages for subwords from the same word. In these
cases we picked the language assigned to the first
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subword. We manually verified the accuracy of
LID on a sample from the IIITH-CodeMix dataset,
and with a 95% accuracy, found it suitable enough
for our purposes.

We assigned a majority language to each in-
stance in the dataset, where if the instance had more
than 50% words in English, it was categorised as
mostly-English, and mostly-Hindi otherwise. Thus,
we looked at the predictions of each model for
the mostly-English and mostly-Hindi sentences to
see whether, for example, the Indic or code-mixed
PLMs were outperforming on the mostly-Hindi sen-
tences, and failing on the mostly-English.

6.2 Implications of Language Composition:
The Finetuning Scenario

Figure 1 illustrates the results. For IIITH-CodeMix,
all models perform similarly on the mostly-Hindi
examples, with MuRIL and HingMBERT perform-
ing slightly better. There are slightly larger dif-
ferences in performance with the mostly-English
examples, with the monolingual and code-mixed
PLMs performing better than the multilingual and
Indic PLMs. For the SAIL dataset, there is also
a difference seen in performance on the mostly-
Hindi examples, where the code-mixed PLM is
able to handle them the best, followed closely by
multilingual XLM-R. Not surprisingly, the mono-
lingual models trail behind, with almost a 10 per-
centage point difference between HingMBERT and
BERT. The mostly-English examples have similar
performances across the models, with monolingual
RoBERTa slightly ahead. All models perform bet-
ter on mostly-English than on mostly-Hindi exam-
ples, with the pretraining language of the PLM
potentially accounting for how big that difference
is. The difference is larger in monolingual models
compared to the others.

Another notable observation is that for SAIL,
HingMBERT performs almost equally on mostly-
English and mostly-Hindi examples. This could
be attributed to the language composition of each
dataset, where about 40% of the SAIL dataset is
mostly-English, while the IIITH-CodeMix dataset
only has about 14% mostly-English. Thus the dis-
tribution of the parent languages is more even in
SAIL and heavily skewed towards Hindi in IIITH-
CodeMix. Therefore, it can be argued that the
code-mixed language model also learns the distri-
bution of the participating languages in the dataset
during training, and that reflects on the predictions

Figure 1: PLM performance relative to LID. The IIITH-
CodeMix dev set was 14% mostly-English utterances, while
the SAIL dev set was 40% mostly-English utterances.

of the model.
We also looked at the distribution of sentiment

labels for the mostly-English and mostly-Hindi ex-
amples, and compared model predictions to see if
the models showed any bias toward a particular
label for a language, but we saw no difference.

Since there are no such LID tools available for
the other languages in our roster, we tested the
CodeSwitch LID tool on samples from the other
datasets as well. We found that the model is able
to identify the English words in the samples satis-
factorily, if not the other participating languages.
So we ran the LID model on all the validation sets
from the rest of the Indic and Naija datasets, and
conducted similar analyses. The results confirmed
the findings from the Hinglish datasets, but since
the tool is not very reliable for these languages, we
only report the results in Appendix A.2.

6.3 Implications of Language Composition:
The Zero-Shot Scenario

The scenario described in the previous section takes
a turn when evaluating the models in a zero-shot
setting. From the results in Table 5, we find that
pretraining has a major impact on the model per-
formance, along with the composition of the par-
ent languages in the dataset. As mentioned be-
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fore, SAIL has a much more even composition of
mostly-Hindi and mostly-English examples than
IIITH-CodeMix.

This reflects in the performance of the models
with respect to the finetuning language. While the
code-mixed PLM does not show much difference
in both scenarios on both datasets, the multilingual
models suffer more with English finetuning than
Hindi on IIITH-CodeMix, but do not show much
difference in SAIL. Interestingly, BERT seems to
suffer with English finetuning on IIITH-CodeMix,
while RoBERTa has a jump in performance, even
though they are both monolingual models pre-
trained on English data, and IIITH-CodeMix has
more Hindi than English text. RoBERTa, in fact,
suffers from Hindi finetuning on both the datasets.
Conversely, MuRIL always suffers from English
finetuning, more on IIITH-CodeMix than SAIL,
which can be attributed to parent language compo-
sition of the datasets.

When comparing IndicBERT and MuRIL, dif-
ferences in pretraining also reflect on the scores.
MuRIL has seen romanized Hindi, with the TLM
objective leveraging transliterated data as well,
while the IndicBERT model we used has not. Thus,
when finetuning with romanized Hindi, MuRIL has
a significant bump in performance, in both cases
performing better than IndicBERT. This could also
be seen as a drawback for MuRIL when finetun-
ing with English since it performs worse than In-
dicBERT on both SAIL and IIITH-CodeMix.

7 Summary

We summarise the findings of the paper in this
section to answer the main underlying question
of this work - do pretraining languages matter?
We approach this question for code-mixed data in
two transfer learning settings: with in-language
finetuning, and zero-shot.

• When finetuning a PLM on a code-mixed
dataset, the effects of the pretraining lan-
guages of the PLMs do not reflect in the per-
formance scores substantially.

• In the finetuning setting when looking at PLM
performance relative to language ID, all the
PLMs perform better on the mostly-English
sentences, than on mostly-Hindi, with the pre-
training languages of the PLM and the lan-
guage composition of the dataset potentially
accounting for how big that difference is.

• In a zero-shot setting, the pretraining lan-
guages of the PLM do matter for performance.

• The language used to finetune a PLM greatly
affects performance in the zero-shot setting.
MuRIL is the best performing model with
Hindi finetuning and RoBERTa has the high-
est score with English finetuning. The lan-
guage composition of the dataset also poten-
tially affects how much the score of the best
performing model differs from the least per-
forming model.

8 Conclusion

In this study, we found that the pretraining lan-
guages do not matter much for performance when
downstream finetuning a PLM on code-mixed data.
The finetuning process, to an extent, negates the
effects of the pretraining languages in the PLMs
and generates even performance across the board.
On the other hand, the pretraining language of the
models and the language composition of the data,
both seem to be factors in model performance in
a zero-shot setting. Overall, it can be better to use
a PLM with pretraining on code-mixed languages
like Hinglish, but this may not be possible for all
types of code-mixed languages. Moreover, it does
not seem to prove advantageous when it comes to
Naija. Thus, this study can be used as a starting
point for further interpretability analysis of PLMs,
to understand exactly why in some settings the pre-
training languages matter, and in some settings they
don’t.

9 Limitations

A large limitation of this work is the ubiquity of En-
glish. With the exception of the AfriBERTa (which
has seen Naija), the remaining PLMs in this study
all included English in the pretraining data. As a
result, it is difficult to disentangle the benefits of
including relevant languages in the pretraining data,
from the general benefits of including English in
the pretraining data, for processing code-mixed text.
To this effect, future work in examining the capac-
ity of PLMs for code-mixed language would benefit
from examining commonly code-mixed language
pairs, that do not involve English (e.g. Turkish-
German).

In a similar vein, our work is limited in that we
did not try other non-English monolingual PLMs.
For the Indic languages, this is because mono-
lingual Indic PLMs typically use the Devanagari
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script, but the datasets in this paper are constrained
to using the Latin script. For Naija, we likewise did
not experiment with monolingual models for the
other relevant Nigerian languages; to our knowl-
edge, most publicly available PLMs for Hausa,
Yoruba, and Igbo seem to be created through con-
tinued pretraining with monolingual data over ex-
isting multilingual PLMs. Thus, experimenting
with these models still does not strictly control for
English and other languages.

Beyond PLMs, another limitation of this work
pertains to the error analysis, which hinges upon
currently available LID technologies. As explored
in detail by Caswell et al. (2020), most LID tech-
nologies operate on a document level, and thus
intra-utterance LID is still an open problem. For
code-mixed language, the lack of robust LID puts
limits us to coarser-grained analysis of the data (e.g.
partitioning samples by mostly-English or mostly-
Hindi). Ideally, a finer-grained partition of the data
could be useful in determining the extent to which a
PLM’s knowledge of English enables performance
on downstream tasks.
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A Appendix

A.1 MasakhaNER Results

MasakhaNER

Model Score

BERT 0.89
RoBERTa 0.89
mBERT 0.90
XLM-R 0.91
AfriBERTa 0.89
AfroXLMR 0.90

Table 7: Span-f1 scores for MasakhaNER Naija. These results
are consistent with those reported in Section 5.2.

A.2 Language ID Results for Other Datasets
Language ID results for the other datasets are re-
ported here. The tables below contain the percent-
age of mostly English and mostly Not-English ex-
amples that each PLM correctly classified.

AfriSenti

Mostly English Mostly Not-Eng

Proportion 97.58% 2.42%

BERT 76.80% 90.32%
RoBERTa 76.32% 80.65%
mBERT 75.52% 80.65%
XLM-R 77.44% 77.42%
AfriBERTa 74.88% 83.87%
AfroXLMR 77.92% 74.19%

NaijaVader

Mostly English Mostly Not-Eng

Proportion 91.79% 8.21%

BERT 72.61% 86.09%
RoBERTa 72.14% 84.35%
mBERT 72.22% 80.00%
XLM-R 72.61% 86.96%
AfriBERTa 70.97% 80.87%
AfroXLMR 72.68% 83.48%

TamilCodeMix

Mostly English Mostly Not-Eng

Proportion 35.99% 64.01%

BERT 71.56% 69.54%
RoBERTa 72.69% 69.54%
mBERT 72.46% 69.04%
XLM-R 72.46% 69.16%
MuRiL 72.23% 68.65%
IndicBERT 72.91% 69.42%

MalayalamCodeMix

Mostly English Mostly Not-Eng

Proportion 19.58% 80.42%

BERT 75.53% 70.21%
RoBERTa 76.60% 72.80%
mBERT 79.79% 71.50%
XLM-R 81.91% 72.02%
MuRiL 80.85% 70.98%
IndicBERT 78.72% 71.76%

DravidianCodeMix (Kannada)

Mostly English Mostly Not-Eng

Proportion 31.40% 68.60%

BERT 69.90% 64.44%
RoBERTa 73.30% 68.44%
mBERT 68.93% 70.00%
XLM-R 66.99% 67.33%
MuRiL 70.39% 70.22%
IndicBERT 74.75% 69.11%

DravidianCodeMix (Tamil)

Mostly English Mostly Not-Eng

Proportion 26.73% 73.27%

BERT 71.29% 63.00%
RoBERTa 71.38% 62.42%
mBERT 69.69% 63.07%
XLM-R 70.93% 63.75%
MuRiL 68.18% 62.35%
IndicBERT 68.53% 62.87%

DravidianCodeMix (Malayalam)

Mostly English Mostly Not-Eng

Proportion 13.47% 86.53%

BERT 80.24% 75.52%
RoBERTa 80.24% 73.89%
mBERT 78.63% 74.58%
XLM-R 80.65% 74.89%
MuRiL 82.66% 75.58%
IndicBERT 84.27% 74.51%

Table 8: Proportion of mostly English and mostly Not-Eng
examples in the dev sets, and the proportion of correctly clas-
sified examples by the models for each dev set.
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