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Abstract
This study evaluated ChatGPT’s ability to un-
derstand causal language in science papers and
news by testing its accuracy in a task of labeling
the strength of a claim as causal, conditional
causal, correlational, or no relationship. The
results show that ChatGPT is still behind the
existing fine-tuned BERT models by a large
margin. ChatGPT also had difficulty under-
standing conditional causal claims mitigated
by hedges. However, its weakness may be uti-
lized to improve the clarity of human anno-
tation guideline. Chain-of-thought prompting
was faithful and helpful for improving prompt
performance, but finding the optimal prompt is
difficult with inconsistent results and the lack
of effective method to establish cause-effect be-
tween prompts and outcomes, suggesting cau-
tion when generalizing prompt engineering re-
sults across tasks or models.

1 Introduction

Finding causal relationship is an important goal in
scientific research. However, choosing appropriate
causal language that accurately reflects the strength
of evidence is a non-trivial task when describing
research findings. Subjectivity and bias may af-
fect how authors interpret the results. For example,
some researchers argued that observational studies
can not illuminate causal claims and thus causal lan-
guage should not be used (e.g., Cofield et al., 2010),
while others called for more confidence in causal
inference with improved methods and guidelines,
(e.g., Pearl and Mackenzie, 2018). On the other
hand, average human readers reported difficulty
in judging the strength of causal claims mitigated
with hedges such as “may” or ambiguous terms
like “linked to” (Adams et al., 2017). Manual fact-
checking of causal claims in academic publications,
news and social media posts also demonstrated ev-
idence of prevalent exaggeration when reporting
causal findings (Cofield et al., 2010; Sumner et al.,
2014; Haber et al., 2018).

Prior studies have also looked into computational
approaches for identifying claim strengths and ex-
aggerated claims. The core component is a text
classification task that categorizes research find-
ings by their strengths. The original task definition
was based on a manual content analysis (Sumner
et al., 2014), which defined seven certainty levels:
no statement, explicit statement of no relation, cor-
relational (e.g. “drinking wine is associated with
increased cancer rates”), ambiguous (e.g. “drink-
ing wine linked to cancer risk”), conditional causal
(e.g. “drinking wine might increase cancer risk”),
can cause (e.g, “drinking wine can increase cancer
risk”), and unconditionally causal (e.g. “drinking
wine increases cancer risk”). However, Adams
et al. (2017) found that average human readers can
distinguish three categories of relationship only:
direct cause statements (e.g. “makes”), can cause
statements (e.g. “can make”); and moderate cause
statements (e.g. “might cause”, “linked”, “asso-
ciated with”), and they encountered difficulty in
distinguishing the conditional causal statements
and correlational statements in the last group.

In light of these observations, the subsequent
computational modeling studies simplified the task
to classify four categories: direct causal, condi-
tional causal, correlational, or no relationship (Yu
et al., 2019; Tan et al., 2021; Yu et al., 2020; Wright
and Augenstein, 2021). These specialized mod-
els used various techniques to achieve high accu-
racy, such as fine-tuning pre-trained BERT models
(Yu et al., 2019), or through causal augmentation
(Tan et al., 2021). These models also have limi-
tations, such as mistaking a no-relationship sen-
tence as causal or correlational when confounding
cues exist. They also rely on thousands of human-
annotated training examples.

Recently, the debut of large language models
(LLMs) such as ChatGPT shifted the NLP re-
search paradigm toward the direction of “pre-train,
prompt, and predict”, where downstream tasks are
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reformulated into textual prompts on zero-shot or
few-shot settings (Liu et al., 2023). LLMs trained
on sufficiently large and diverse datasets demon-
strate promising performance on reasoning tasks
without additional task specific training (Radford
et al., 2019; Brown et al., 2020). The promising re-
sults inspired hope for eliminating the need for spe-
cialized models and expensive human annotations
(Gilardi et al., 2023). A question rises then - can
ChatGPT “understand” causal language in science
writing? More specifically, can ChatGPT label the
strength of causal claims correctly? Furthermore,
since ChatGPT was trained with a variety of textual
data, did it inherit the confusion that human readers
have regarding conditional causal claims?

In this study, we evaluate ChatGPT’s ability to
understand causal claims in science papers and
news. We tested GPT3.5 (text-davinci-003) and
ChatGPT (gpt-3.5-turbo) performance in classify-
ing causal claim strength using the annotated cor-
pora provided by Yu et al. (2019) and Yu et al.
(2020). Specifically, we ask the following research
questions:

• RQ1: Does ChatGPT outperform fine-tuned
BERT models for classifying causal claim
strength?

• RQ2: How does ChatGPT interpret condi-
tional causal claims?

• RQ3: Do GPT3.5 and ChatGPT agree on their
predictions? Does ChatGPT give similar an-
swers to semantically-similar prompts?

• RQ4: How do instructional elements in
prompts, such as Chain-of-Thought, context,
and system messages, affect ChatGPT perfor-
mance?

Our paper is organized as follows: Section 2
summarizes studies on prompt engineering and var-
ious classification tasks evaluated on ChatGPT. In
the Methods section, we introduce the different
prompt designs we experimented (section 3.1), ex-
plain how we evaluated the model’s performance
(section 3.2), provide a summary of the data we
used (section 3.3) and present the API details for
the experiment (section 3.4). We then report exper-
iment results that address RQ1 and RQ2 (section
4.1) as well as RQ3 and RQ4 (section 4.2). Based
on the experiment we test the entire dataset (sec-
tion 4.3) and also evaluate the result of applying
ensemble models (section 4.4). Finally, we discuss

our limitations and present our conclusion with
discussions in section 5.

2 Related Work

Since prompts provide crucial information for
LLMs such as ChatGPT, a number of studies
have explored prompt engineering strategies (Liu
et al., 2023). Here we summarize several com-
mon prompt design approaches with a focus on
text classification tasks, which are most relevant to
our study.

Zero-shot, one-shot, and few-shot learning are
three types of prompting designs used to guide
LLMs. Zero-shot prompting provides task de-
scriptions or instructions without explicit exam-
ples. One-shot prompting uses a single example
for the desired task. Few-shot prompting is similar
to the one-shot design, but it involves providing the
model with a small number of examples instead of
just one for the model to learn from and generate
task-aligned responses (Brown et al., 2020).

Prompts can be generated either manually or
automatically (Brown et al., 2020; Radford et al.,
2019; Petroni et al., 2019). While manual, intu-
itive approach is straightforward, it can be time-
consuming to identify the most effective prompt
and there is no guarantee to find one (Jiang et al.,
2020). Researchers then sought automatic ap-
proaches (Liu et al., 2023; Gao et al., 2021; Raf-
fel et al., 2020), or even asking ChatGPT itself to
generate prompts (Zhong et al., 2023). However,
since LLMs sometimes do not follow instructions,
their answers may be ill-formatted or even invalid.
When that happens, human intervention is needed,
which increases the time cost for post-processing
LLM results (Kocoń et al., 2023). Therefore, in this
study, we focused on manually-generated prompts.

Text classification tasks often use instruction
prompts to explicitly tell LLMs what to do. For
instance, Qin et al. (2023)’s prompt starts with an
instruction of task description: “For each snippet
of text, label the sentiment of the text as positive or
negative. The answer should be exact ‘positive’ or

‘negative’ ”, followed with the text to be labeled. Ye
et al. (2023) formulate their prompt as “Definition:
... Input: ... Answer: ...” where an example of defi-
nition can be determine the speaker of the dialogue,
agent or customer. More context information about
the task may be added to the instruction prompt,
such as providing the definition of genre for genre
classification (Kocoń et al., 2023).
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Another commonly-used instructional element
is the Chain-of-Thought (CoT), which has been
found to improve LLMs’ performance on certain
arithmetic, commonsense, and symbolic reasoning
tasks (Wei et al., 2022). While CoT was initially an
instance of few-shot prompts, a decent zero-shot
performance in reasoning tasks and classification
tasks was demonstrated by adding a simple CoT
prompt such as “Let’s think step by step” at the
end of a question (Kojima et al., 2022; Zhong et al.,
2023).

ChatGPT also provides a unique feature, sys-
tem messages, which can be used as part of the
prompt to guide the model’s behavior (Shen et al.,
2023), such as “You are a helpful assistant that can
classify sentences as either causal or correlational
research findings” which specifies the model to
behave as a professional for our task.

Previous studies have evaluated ChatGPT on var-
ious classification tasks (Qin et al., 2023; Bang
et al., 2023; Huang et al., 2023; Kocoń et al., 2023),
using various prompt designs. The results indicate
promise and limitations. In the case of sentiment
classification, ChatGPT was found to have diffi-
culty in understanding neutral sentiment, or give
unbalanced predictions on negative vs. positive
sentiment, raising questions on the extent to which
ChatGPT really “understands” sentiment as a lin-
guistic concept (Wang et al., 2023). It is also diffi-
cult to directly compare the results due to different
sample sets and prompts. The sample sizes were
usually small since most studies were conducted
before OpenAI made the API available.

3 Methods

3.1 Prompt Design

We experimented with intuitive trial-and-error ap-
proaches as well as consulting prior studies on the
prompt designs that have demonstrated good per-
formance in other text classification tasks. In this
study we focused on zero-shot prompting design
for two reasons. First, it is the most common strat-
egy that end users choose to interact with ChatGPT.
Second, since ChatGPT likely captures the latent
social information (Horton, 2023), we are curious
how ChatGPT “interpret” causal language without
seeing training examples annotated by domain ex-
perts. All prompt designs that we have evaluated
are documented in Table 1.

Our process started with a number of carefully
crafted, intuitive prompts that include specific in-

structions. We then selected the best performing
prompt as the baseline (BASE) for further compari-
son with other manually-constructed prompts from
four previous studies with minor modifications to
suit our task (Huang et al., 2023; Kocoń et al., 2023;
Kuzman et al., 2023; Qin et al., 2023).

After that, we augmented the best performing
prompt with two additional instructional elements,
context of the task and CoT prompts (Reynolds
and McDonell, 2021). For the context we include
explanations and cue words of causal, correlational,
and no relationship from Yu et al. (2020). We
examined whether the location of context affects
the performance by adding the context before and
then after the BASE prompt. We added CoT to the
end of the prompt, a usual design, by appending
the phrase “Answer (causal, correlational or no
relationship) the question step by step”, which was
inspired from Zhong et al. (2023).

We also conducted additional tests to evaluate
whether setting system message affects ChatGPT
performance.

3.2 Evaluation Method

A semi-automatic approach was taken to post-
process ChatGPT answers, since ChatGPT some-
times does not provide answers in the requested
format or even provides invalid answers. We used
a set of heuristic rules to map ChatGPT and GPT3.5
answers to the category labels. For instance, if “cor-
relational” is in the answer, but not “causal”, the
label would be “correlational”. See post-processing
code in Appendix A Listing 1. Ambiguous answers
that cannot be automatically mapped were manu-
ally examined and mapped. The number of invalid
answers (# of unlabeled) was documented for each
experiment. For prompts with CoT, the results were
manually examined to verify whether the reasoning
is valid.

After the post-processing, the macro f1-score
is calculated to measure each model’s perfor-
mance, such as ChatGPT-BASE, against the
human-annotated labels. Cohen’s Kappa (Cohen,
1960) was also used to evaluate the agreements
between different models and prompts. We conjec-
ture that if a prompt shows consistently good per-
formance across GPT3.5 and ChatGPT, the prompt
has more robustness than other prompts that per-
form well on only one of them.
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Prompt

BASE
Read the following sentence - _____ Answer this question as concisely as
possible - Does the sentence describe any causal or correlational research
finding?

BASE+“conditional”
Read the following sentence - _____ Answer this question as concisely as
possible - Does the sentence describe any direct causal, conditional causal, or
correlational research finding?

BASE+“possible”
Read the following sentence - _____ Answer this question as concisely as
possible - Does the sentence describe any direct causal, possible direct causal,
or correlational research finding?

Huang et al. (2023) Given Sentence: ‘_____’. Answer causal or correlational if the sentence
describes any research finding. Answer as concisely as possible.

Kocoń et al. (2023)
Which of the attributes: “causal”, “correlational”, “no relationship” describe
the research finding of a given text? Write your answer in the form of a Python
list containing the appropriate attributes. Text: _____

Kuzman et al. (2023)
Please classify the following text describing a research finding and explain your
decision. You can choose from the following classes: Causal, Correlational, No
Relationship. The text to classify: _____

Qin et al. (2023)
For each snippet of text, label the research finding of the text as causal or
correlational or no relationship. The answer should be exact ‘causal’ or ‘corre-
lational’ or ‘no relationship’. Text: _____ Label:

element: CoT Answer (causal, correlational or no relationship) the question step by step.

element: Context

Correlational: The statement describes the association between variables, but
causation cannot be explicitly stated. Language Cue: association, associated
with, predictor, at high risk of... Causal: The statement says that the indepen-
dent variable directly alters the dependent variable. Language Cue: increase,
decrease, lead to, effective in, contribute to, reduce, can... No relationship: The
statement is not for current study findings or no correlation/causation relation-
ship is mentioned in the statement.

system message
You are a helpful assistant that can classify
sentences as either causal or correlational
research findings.

Table 1: Different prompt designs
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3.3 Data

We utilized two open-access cross-genre datasets
that were manually annotated for science claim
strength. The first dataset includes a sample of
3,061 research conclusion sentences from struc-
tured abstracts in PubMed articles (Yu et al., 2019).
The second dataset consists of 2,076 sentences
from health-related press releases on EurekAlert!,
a major science press release platform (Yu et al.,
2020). These sentences were either headlines or
the first two sentences in press releases. Both
datasets were manually annotated with the same
four-category labels including correlational, direct
causal, conditional causal, and no relationship.

To compare the effectiveness of different prompt
designs, we created a sample subset from the
PubMed dataset as the development set. In a prior
study, Gutiérrez et al. (2022) sample 100 examples
for prompt design selection. To ensure an equal
representation of each class, we sampled 50 sen-
tences from each class with a total of 200 sentences.
The main reason for choosing a relatively small de-
velopment set is the time cost for post-processing
the ambiguous answers. After these experiments,
we selected the best prompt design and evaluated
it on the entire PubMed and EurekAlert! datasets.
Since we are particularly interested in ChatGPT’s
understanding of conditional causal claims, we con-
ducted two sets of experiments, one with condi-
tional causal category and one without.

3.4 API

OpenAI released a public API for both GPT3.5 and
ChatGPT model. For GPT3.5 experiments we use
“text-davinci-003” model with temperature set as
0 and max tokens set as 50. The temperature is
set to 0 as Gilardi et al. (2023) found that lower
temperatures result in more consistent outcomes,
ideal for annotation tasks.

For ChatGPT experiments we use “gpt-3.5-
turbo” model. We input our prompt de-
signs in the user message as {"role":
"user", "content": prompt}. When
testing the efficacy of system message, we add
in the system message {"role": "system",
"content": system message} prior to
the user message.

4 Results

4.1 First Set of Experiments: RQ1 and RQ2

The first set of experiments included conditional
causal examples. We started with a prompt
based on the human annotation instruction (see
“BASE+conditional” in Table 1). The result in Ta-
ble 2 shows the macro f1-score at .486, much lower
than the .881 macro f1-score from a fine-tuned
BioBERT model in Yu et al. (2019). Among the
four categories, ChatGPT severely underperformed
in the conditional causal category with a low .164
macro f1, which prompted us for further investiga-
tion.

No
relationship

Direct
causal

Conditional
causal Correlational F1-score Macro

f1-score

No
relationship 29 1 2 18 0.674

0.486Direct
causal 2 19 0 29 0.537

Conditional
causal 4 2 6 38 0.164

Correlational 1 1 0 48 0.570

Table 2: ChatGPT initial confusion matrix: row stands
for predicted label and column stands for actual ground
truth label

To understand more about how ChatGPT inter-
prets the concept of “conditional causal”, we asked
ChatGPT “What is ‘conditional causal relation-
ship’?”. It responded “causal under certain condi-
tions” (see full response in appendix A). We fur-
ther examined its interpretation by adding CoT -

“Answer (direct causal, conditional causal, correla-
tional, or no relationship) the question step by step.”
to the prompt. Again, the response was “causal
under certain conditions”. These results suggest
that the category label “conditional causal” is a
misnomer, at least to ChatGPT.

We then attempted to look for an alternative label
that would align better with ChatGPT’s interpre-
tation. A re-examination of the CoT responses
showed that all answers used the given labels “di-
rect causal” or “conditional causal”, except for
three answers, in which ChatGPT used the terms
“possible direct causal”, “potential direct causal”,
and “potential causal”. ChatGPT’s answer to the
question “What is ‘possible direct causal relation-
ship’?” also showed a better match with the origi-
nal definition of “conditional causal” (see full an-
swer in appendix A).

We then hypothesized that “possible” or “poten-
tial” may be a better term than “conditional” for
ChatGPT. We replaced “conditional” with “pos-
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sible” in the prompt and repeated the evaluation
(see “BASE+possible” in Table 1). The results in
Table 3 show that the new prompt drastically im-
proved ChatGPT’s performance: the f1-score for
conditional causal increased from .164 to .578; the
f1-scores for the other three categories were also
improved slightly; the macro f1 increased from
.486 to .631. However, ChatGPT’s performance,
even with misnomer corrected in the instruction,
still falls behind the fine-tuned BioBERT model
(RQ1).

No
relationship

Direct
causal

Possible
direct
causal

Correlational F1-score Macro
f1-score

No
relationship 27 7 8 8 0.675 ↑

0.631 ↑Direct
causal 0 29 19 2 0.624 ↑

Possible
direct
causal

1 5 37 7 0.578 ↑

Correlational 2 2 14 32 0.646 ↑

Table 3: ChatGPT confusion matrix (revise conditional
causal to possible direct causal): row stands for pre-
dicted label and column stands for actual ground truth
label

To further probe how the one-word switch in
the prompt affected ChatGPT’s interpretation of
conditional causal relationship, we looked into its
interpretation of hedges.

Conditional causal relationships are usually ex-
pressed by hedges. Actually, the 50 conditional
causal examples were covered by six hedge words:
“may” 32 times, “appear” 6, “could” 6, “might” 4,
“seem” 3, and “unlikely” once. Note the total is 52
since two sentences used two hedge words.

As an example, we examined the six sentences
that used “appear(s/ed)” as conditional causal
cues. With the “BASE+conditional” prompt, Chat-
GPT recognized half of them as correlational
and the other half as direct causal. With the
“BASE+possible” prompt, ChatGPT recognized
four as “possible direct causal” and two as “direct
causal”. It is an improvement, but still not perfect.

Overall, our results provide evidence that Chat-
GPT has difficulty interpreting hedges in condi-
tional causal claims, even after the prompt instruc-
tion was adjusted to match its own interpretation
of this concept. This indicates that ChatGPT may
have inherited the confusion or bias among human
readers regarding conditional causal claims (RQ2).

Note that the misnomer has not been a problem
for human annotators since they can adapt their in-
terpretation based on the given definition on “condi-

tional causal”, which was semantically equivalent
to possible/speculative/qualified causal (Sumner
et al., 2014). It is not a problem for fine-tuned
BERT models either, since the models learned the
concept from training data instead of the category
definitions. Despite that, ChatGPT’s lack of adapt-
ability may be utilized to design or refine human an-
notation guidelines to reduce potential misnomers.

4.2 Second Set of Experiments: RQ3 and RQ4

GPT3.5
Macro f1-score

ChatGPT
Macro f1-score Cohen Kappa

BASE 0.494(7) 0.743(3) 0.491
Huang et al. (2023) 0.330 0.504 0.147
Kocoń et al. (2023) 0.514(6) 0.545(6) 0.478
Kuzman et al. (2023) 0.558 0.629 0.530
Qin et al. (2023) 0.699 0.735 0.665

BASE + CoT 0.538 0.772 0.462
context + BASE 0.695 0.744 0.618
context + BASE + CoT 0.709 0.684 0.504

BASE + context - 0.763 -
BASE + context + CoT 0.364 0.419(1) 0.029
system message + (BASE + CoT) - 0.726 -

Table 4: Prompt results on a sample of 150 PubMed
data. The Cohen’s Kappa score is calculated between
GPT3.5 and ChatGPT labels. The numbers in parenthe-
sis are unlabeled examples due to invalid answers, such
as “‘causal or correlational research finding’ neither is
mentioned in the sentence”.

In the remaining experiments we excluded con-
ditional causal examples, shifting focus on Chat-
GPT’s ability in distinguishing direct causal, corre-
lational, or no relationship.

We first compared the performance scores for
different prompt designs listed in Table 1. The
results are reported in Table 4. Note that the un-
labeled examples were excluded when calculating
f1. For example, for the BASE prompt, a total of
10 unlabeled examples, 7 from GPT3.5 and 3 from
ChatGPT, were excluded, so that the two f1-scores
are comparable. When comparing results across
prompts, since only three prompts had unlabeled
examples, including two with performance at the
lower end, the result comparisons below were min-
imally affected, except that the .743 macro f1 for
ChatGPT-BASE should be interpreted with cau-
tion.

The first group of results (in rows 2-6) are
GPT3.5 and ChatGPT performance with our own
BASE prompt and four other prompts inspired from
prior studies. The prompt from Qin et al. (2023)
performed best with GPT3.5 with .699 macro f1-
score, and our own BASE prompt performed best
with ChatGPT at .743. We also calculated Cohen’s
Kappa between GPT3.5 and ChatGPT results with
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the same prompts, and found that the agreements
varied vastly from .147 for the prompt from Huang
et al. (2023) to .665 from Qin et al. (2023).

Although our BASE prompt achieved the high-
est macro f1 .743 among the five prompts across
GPT3.5 and ChatGPT, the prompt from Qin et al.
(2023) shows consistently high performance across
GPT3.5 and ChatGPT (.699 and .735 macro f1-
scores) and highest inter-model agreement (.665
Cohen’s Kappa), demonstrating strong robustness.
In comparison, the BASE prompt used the format
of a question, while the prompt from Qin et al.
(2023) was formatted as a labeling task with stricter
formatting instructions. Further studies are needed
to examine what design features contributed to the
performance differences (RQ3).

We then tested the impact of additional instruc-
tional elements, i.e. context and CoT (see results
in rows 7-9). We observed a slight improvement
in performance when separately incorporating CoT
and context to the BASE prompt, resulting in a
macro f1-score of .772 and .744 respectively.

Note that adding CoT to the prompt does not
guarantee an answer with a reasoning process. We
found that only 42% answers to the BASE + CoT
prompt included the reasoning process. For the
context + BASE + CoT prompt, the response rate
increased to 85%. However, a higher CoT response
rate did not translate to better performance. Instead,
the macro f1-score decreased from .772 to .684.

Our finding that CoT improved ChatGPT per-
formance on a zero-shot setting is consistent with
prior literature (Kojima et al., 2022). However, it
is worth noting that changing wording in CoT can
also impact the results. In our experiments on the
development set, we tested two variations of CoT.
The first prompt was “BASE + Let’s think step by
step.” This yielded a macro f1 score of .732. The
second prompt was “BASE + Answer (causal, cor-
relational or no relationship) the question step by
step.”, referred to as BASE+CoT in Table 4, which
achieved a higher macro f1 score of .772.

We also examined whether the interpretations in
CoT responses were faithful, which means Chat-
GPT’s interpretation is consistent with its answer
(Jacovi and Goldberg, 2020). After checking all
responses in the ChatGPT-Base + CoT experiment,
we found that all CoT interpretations were faith-
ful. In other experiments, unfaithful interpretations
were occasionally spotted but rare. For example,
one answer included a 4-step reasoning process.

Step 2 implied that the sentence has no relationship:
step 2: does the sentence describe the research find-
ing as causal or correlational? no. However, Step
4 changed the final answer to correlational: step 4:
therefore, the answer is “correlational”.

We also tested if adding context before or after
prompt would make any difference. The second
and the third group of results in Table 4 show that
it did not affect ChatGPT significantly, which per-
formed slightly better with context after prompt
(.763 macro f1 for BASE + context vs. .744 for
context + BASE). However, stark contrast was ob-
served with GPT3.5, which had a decent perfor-
mance at .695 macro f1 for context + BASE; how-
ever, it failed to output any valid response when
context was added after the BASE prompt, indi-
cating that the context after the prompt distracted
GPT3.5 away from completing the task. When
further adding CoT after the context (i.e. BASE +
context + CoT), GPT3.5 performance was still poor
at .364 macro f1. Surprisingly, the BASE + context
+ CoT prompt also dragged ChatGPT performance
down to .419. These results suggest that prompt
design with additional instructional elements is not
always “the more the merrier”. The inconsistent
performance between GPT3.5 and ChatGPT also
indicates the uncertainty when experimenting with
prompt engineering across LLMs.

Our last prompt engineering attempt was to add
a system message to the best prompt for ChatGPT-
BASE + CoT. It did not help as the performance
was slightly decreased from .772 to .726.

In summary, context + BASE + CoT resulted in
the best GPT3.5 performance prompt at .709 macro
f1, and BASE + CoT resulted in the best ChatGPT
performance at .772. For ChatGPT, adding CoT
helped, but adding both context and CoT hurt. For
GPT3.5, adding CoT helped, as well as adding
context before prompt, but adding context after
prompt distracted it (RQ4).

4.3 ChatGPT Results on Full Data Sets

After finding the best performing prompt on the de-
velopment set, we applied it to the entire PubMed
dataset and EurekAlert! dataset, still excluding the
conditional causal examples. The distribution of
sentences per label is shown in Table 5. Since Chat-
GPT consistently outperformed GPT3.5 in previous
experiments, we proceeded to test with ChatGPT
only. We also repeated the test once a day for three
days (April 21-23, 2023) to check the consistency
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of results among different runs, since ChatGPT
cannot guarantee result reproducibility.

PubMed EurekAlert

No relationship 1,353 486
Causal 494 568
Correlational 995 738

Total 2,842 1,972

Table 5: Dataset description for each label

Table 6 shows that the macro f1-scores for
both datasets decreased from the best performance
(.772) on the development set to the range of .695
to .698 for the PubMed dataset and the range of
.628 to .638 for EurekAlert!. Overall the unlabeled
examples are not a major issue with its ratios all
below 0.5%. However, the results among the three
runs disagreed to some extent, as measured by av-
erage Kappa values at .813 and .701 respectively,
raising concerns for result reproducibility if used
as an off-the-shelf text classification model.

PubMed Eureka

Macro
f1-score

# of
unlabeled avgk

Macro
f1-score

# of
unlabeled avgk

1st 0.698 5
0.813

0.628 2
0.7012nd 0.695 14 0.638 6

3rd 0.695 14 0.634 6

Table 6: ChatGPT performance on entire PubMed
dataset and EurekAlert! dataset for 3 days. The avgk
represents the average Cohen Kappa value.

4.4 Performance of Ensemble Models

Despite the promising performance of GPT3.5 and
ChatGPT with various prompts, they are still rela-
tively weak models with macro f1-scores below 0.8.
The correlations among these models were also in
low to mid range, as measured by Cohen’s Kappa.
For example, the Kappa values between GPT3.5
and ChatGPT range from .147 to .665 in Table 4.
The Kappa values among the ChatGPT results with
the five different manual prompts range from .199
to .656. These observations suggest the possibility
of constructing an ensemble model through sim-
ple majority vote (Dietterich, 2000). Therefore we
tried two ensemble models (1) combining five Chat-
GPT models with the five manual prompts, and (2)
combining ten models, five from GPT3.5 and five
from ChatGPT.

We used a straightforward majority voting ap-
proach to ensemble each model’s outcomes. In
case of a tie, we used a weighted voting approach
that takes the macro f1-score of each model as the
weight, favoring the better-performing models.

The result in Table 7 shows that the ensemble of
five ChatGPT models with weighted tie-breaking
resulted in .743 macro f1, which did not beat the
.772 best performance with BASE + CoT. The en-
semble of both GPT3.5 and ChatGPT models per-
formed even worse, at .705 macro f1. In summary,
the simple majority vote ensemble did not lead to a
better-performing model.

ChatGPT GPT3.5+ChatGPT

No relationship 0.788 0.724
Causal 0.691 0.684
Correlational 0.748 0.707
Macro f1-score 0.743 0.705

# of ties 5 6

Table 7: Ensemble results. ChatGPT refers to an en-
semble of ChatGPT models on five manual prompts
and GPT3.5+ChatGPT refers to an ensemble of both
GPT3.5 and ChatGPT.

5 Conclusion and Discussion

Causal language is an important rhetorical device
in science communication. However, subjectivity
in causal language use and understanding is a chal-
lenge for science writing and reading. Since Chat-
GPT captures latent social information to some
extent, this study evaluated its ability to understand
causal language in science papers and news by test-
ing their accuracy in a task of claim strength classi-
fication. The results show that (1) ChatGPT is still
behind the existing fine-tuned BERT models by a
large margin; (2) ChatGPT seems to have inherited
the confusion observed among average human read-
ers when judging the strength of conditional causal
claims that were mitigated by hedges; (3) ChatGPT
performance varied substantially with semantically-
similar prompts and across different model ver-
sions; (4) CoT responses were faithful and help-
ful. ChatGPT was able to reproduce its results at
the level of 0.7-0.8 measured by Cohen’s Kappa.
However, the inconsistency in performance across
model versions and semantically-similar prompts
suggests caution when generalizing prompt engi-
neering results across tasks and models.
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While we were conducting our experiment, an-
other study posted to arxiv (Chen et al., 2023) re-
ported their ChatGPT evaluation on the PubMed
data set. Both studies shared the findings that
prompt engineering required significant investment
and a slight difference in prompts could lead to
substantial change in performance. Both studies on
the same task found that CoT helped performance.
While both zero-shot and few-shot settings were
tested in Chen et al. (2023), we tested the zero-shot
setting only. Our study has better performance un-
der the zero-shot setting. Comparing the prompts,
we hypothesize that explicitly asking the causal
relationship in the prompt may have helped. How-
ever, a systematic method is still lacking to infer
causality between word choices in prompts and the
performance.

Despite our effort for a systematic review of
ChatGPT’s understanding of causal claims, our
study design has some limitations as the evaluation
methodology for prompt engineering is still under
development in the NLP community. We arbitrarily
decided on the size of the development set. Our
study focused on zero-shot setting with the purpose
of evaluating the latent understanding on causal
claims within ChatGPT. Further exploration could
be conducted to investigate the impact of few-shot
settings by carefully selecting examples based on
recent progress in few-shots prompting methods
(Lu et al., 2022; Liu et al., 2022).

We conclude that ChatGPT has a promising but
still limited ability in understanding causal lan-
guage in science writing. CoTs improved prompt
performance, but finding the optimal prompt is
difficult with inconsistent results and the lack of
effective methods to establish cause-effect between
prompts and outcomes. Following instruction is
an important prerequisite for using ChatGPT as
a text classification tool, to avoid high labor cost
for post-processing its answers. However, Chat-
GPT provides a new, simulation-style approach for
designing and evaluating human annotation guide-
lines.
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A Appendix

ChatGPT’s response to the question “What is
‘conditional causal relationship’?”

A conditional causal relationship is a type of
relationship between two variables, where one
variable (the cause) has a causal effect on the other
variable (the effect) under certain conditions. In
other words, the causal effect of the cause variable
is dependent on the presence or absence of a third
variable, known as the "conditioning variable."

For example, let’s say that we are interested
in studying the effect of a new medication (the
cause) on blood pressure (the effect), but we know
that the effect of the medication on blood pressure
may depend on other factors such as age or body
weight (the conditioning variables). In this case,
we might say that there is a conditional causal
relationship between the medication and blood
pressure, where the causal effect of the medication
on blood pressure is conditional on the values of
the conditioning variables.

In summary, a conditional causal relationship
is a relationship between two variables where the
causal effect of one variable on the other is condi-
tional on the presence or absence of a third variable.

ChatGPT’s response to the question “What is
‘potential causal relationship’?”

A potential causal relationship refers to the
possibility that one variable or event may be
responsible for causing another variable or event.
It suggests that there may be a cause-and-effect
relationship between two phenomena, but it does

not necessarily prove that one caused the other.

Establishing a potential causal relationship
typically involves observing an association
between two variables and then conducting further
research or analysis to determine whether there
is a causal link between them. This can be
challenging because there may be other factors
that are responsible for the observed association,
or there may be reverse causation (i.e., the effect is
actually causing the cause).

In order to establish a true causal relationship, it
is often necessary to use rigorous scientific methods
such as randomized controlled trials or longitudinal
studies, which can help to rule out alternative ex-
planations and establish a causal relationship with
greater certainty.

Listing 1: Post-processing code
def chatgpt_label(answer):

if ’no relationship’ in answer:
return ’norel’

if ’correlational’ in answer and
’causal’ not in answer:
return ’correlational’

elif ’causal’ in answer and
’correlational’ not in answer:
return ’causal’

elif ’causal’ not in answer and
’correlational’ not in answer:
if answer.startswith(’no’) or

answer.startswith(’unclear’):
return ’norel’

return ’???’
else:

return ’???’
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