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Abstract

The WASSA 2023 shared task on predicting
empathy, emotion and other personality traits
consists of essays, conversations and articles
in textual form and participants’ demographic
information in numerical form. To address the
tasks, our contributions include (1) converting
numerical information into meaningful text
information using appropriate templates,
(2) summarising lengthy articles, and (3)
augmenting training data by paraphrasing. To
achieve these contributions, we leveraged two
separate T5-based pre-trained transformers.
We then fine-tuned pre-trained BERT, Distil-
BERT and ALBERT for predicting empathy
and personality traits. We used the Optuna
hyperparameter optimisation framework to
fine-tune learning rates, batch sizes and weight
initialisation. Our proposed system achieved
its highest performance – a Pearson correlation
coefficient of 0.750 – on the conversation-level
empathy prediction task1. The system imple-
mentation is publicly available at https:
//github.com/hasan-rakibul/
WASSA23-empathy-emotion.

1 Introduction

Empathy refers to an individual’s capacity to com-
prehend and express appropriate emotions in re-
sponse to others’ emotions, perspectives and beliefs
(Decety and Jackson, 2004). This ability can fos-
ter relationships and reduce stress and unhappiness
among individuals through interaction. The impor-
tance of empathy is evident across a broad range of
real-life human interactions, such as patient-doctor
(Jani et al., 2012), teacher-student (Aldrup et al.,
2022) and human-robot (Spitale et al., 2022) inter-
actions.

The Workshop on Computational Approaches to
Subjectivity, Sentiment & Social Media Analysis

1At the time of writing this paper, official rankings on any
tasks and evaluations of several tasks in which we participated
have not been published yet.

(WASSA) has organised a “Shared Task on Empa-
thy Detection, Emotion Classification and Person-
ality Detection in Interactions” in 2023 (Barriere
et al., 2023). The challenge involves predicting
empathy, emotion and personality traits from two
types of datasets: essay and conversation. The
essay-level dataset consists of essays written by
study participants in response to news articles in-
volving harm to individuals, groups or other enti-
ties. The conversation-level dataset includes textual
conversations between participants regarding the
news articles. In addition to the textual data (es-
says and conversations), the datasets also provide
demographic and personal information in numeri-
cal form. We participated in four tracks of the 2023
challenge, which involves predicting (1) empathy,
personality and interpersonal reactivity index from
the essay-level dataset and (2) empathy and emo-
tion from the conversation-level dataset.

WASSA 2023 challenge extends from the 2022
challenge (Barriere et al., 2022) that involved pre-
dictions from only an essay-level dataset. Partic-
ipants in 2022 challenge, such as Vasava et al.
(2022); Chen et al. (2022); Qian et al. (2022);
Del Arco et al. (2022); Lahnala et al. (2022) and
Ghosh et al. (2022), employed transformer-based
architectures, such as BERT (Devlin et al., 2018).
Transformer-based models were also found to be
the best-performing model in the WASSA 2021
shared task on empathy prediction (Tafreshi et al.,
2021). Apart from WASSA competition, trans-
former models are also used in predicting empathy
in essays written by medical students about sim-
ulated patient-doctor interactions (Dey and Girju,
2022).

Transformer models are deemed highly suitable
for undertaking text-based empathy prediction ow-
ing to their inherent ability to effectively capture
long-range dependencies through attention mech-
anism (Vaswani et al., 2017). Fine-tuning pre-
trained transformers harnesses prior knowledge,
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leading to enhanced performance while minimis-
ing training time. Qian et al. (2022) reported the
best performance by just fine-tuning a BERT-based
model in their system for the WASSA 2022 shared
task. We, therefore, choose to fine-tune pre-trained
transformers to predict empathy and personality
traits in this challenge. In our prediction pipeline,
we utilise numerical information from the datasets,
such as participants’ demographic information and
income, because previous research by Guda et al.
(2021) showed demographic information is an im-
portant cue in text-based empathy prediction.

Overall, this paper has made the following con-
tributions: (1) we use novel strategies to incorpo-
rate numerical demographic and other data in the
text-based prediction pipeline, (2) we summarise
longer text sequences to fit into the pipeline, and
(3) we augment training samples by paraphrasing
the textual data.

2 System description

The general prediction system for essay-level
tasks is illustrated in Figure 1. In the case of
conversation-level tasks, demographic and other
personal information are not available in the
conversation-level dataset. In that case, our predic-
tion models involve only conversations and sum-
marised articles, followed by paraphrasing to aug-
ment the training dataset.

2.1 Number to text mapping
We first discarded data points from the datasets
where any component is missing. The data collec-
tion process, along with the questionnaires used
in the WASSA 2023 datasets, has been detailed in
the work of Omitaomu et al. (2022). Based on the
reported distribution of demographic information,
we have mapped numerical values of gender, edu-
cation level and race to their corresponding textual
information as illustrated in Table 1.

All the textual features were concatenated in the
order of appearance, and this combined feature
is referred to as the demographic feature through-
out this paper. We further concatenated the demo-
graphic feature with the essay texts to create the
demographic_essay feature.

2.2 Article summarisation
The converted article text comprised long se-
quences with a maximum length of 20,047 char-
acters. In contrast, the demographic_essay feature

Numeric feature Converted text

gender I am <gender>.
age My age is <age> years.
education level My education level is

<education level>.
race My race is <race>.
income My income is <income>.
article_id I read newspaper article

<article_id>.

Table 1: Templates used to transform numerical features
into meaningful texts.

had a maximum of 956 characters, resulting in 236
tokens. Since the BERT tokeniser we used can
process a maximum of 512 tokens, the entire ar-
ticle text cannot be processed in its current form.
Consequently, we generated summaries of the arti-
cles. We employed flan-t5-base-samsum2, which
is a fine-tuned variant of the model proposed by
Chung et al. (2022).

The maximum length of the summarised articles
was 987 characters. Considering that the demo-
graphic_essay feature contained 956 characters,
resulting in 236 tokens, it seems plausible that in-
corporating the additional 987 characters of the ar-
ticle summary would be within the limit of BERT’s
maximum token length of 512.

2.3 Data augmentation
In order to augment the number of training samples,
we utilised the chatgpt_paraphraser_on_T5_base3

to paraphrase the demographic, essay and article
texts, effectively doubling the size of the dataset.

2.4 Model and hyperparameter tuning
We experimented with different hyperparameter
configurations illustrated in Table 2. Specifically,
we fine-tuned three transformer models from Hug-
gingface (Wolf et al., 2019). In fine-tuning BERT-
based models, weight initialisation plays a critical
role (Dodge et al., 2020). Therefore, we also ex-
plored various seed values for CPU and GPU. For
conversation-level tasks, the length of the conver-
sation texts was comparatively shorter than that of
essay-level tasks. Consequently, we investigated
larger batch sizes in the range of 2 to 16.

2https://huggingface.co/philschmid/
flan-t5-base-samsum

3https://huggingface.co/humarin/
chatgpt_paraphraser_on_T5_base
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Figure 1: Overall system for essay-level tasks. First, we map numerical features into meaningful text. Next, we
leverage a T5-based model to summarise lengthy articles. We use paraphrasing as a data augmentation technique.
Finally, we fine-tune a pre-trained BERT model to predict the degree of empathy and other personality traits.

Hyperparameter Search space

Model bert-base-uncased,
distilbert-base-uncased,
albert-base-v2

Learning rate [10−05 − 10−04]
Batch size [2− 8]
Seed [1− 100]

Table 2: Hyperparameter tuning search space for essay-
level tasks.

To tune the hyperparameters, we utilised Op-
tuna (Akiba et al., 2019), with the default tree-
structured Parzen estimator as the sampler and the
median stopping rule as the pruner. The purpose
of the pruner is to stop the tuning process on low-
performing hyperparameters early, both to save
resources and to enable a greater focus on the best-
performing hyperparameters.

The best model, as determined by Optuna, was
fine-tuned separately for each of the 14 regression
tasks we participated. We employed the Pytorch
AdamW optimiser with a default weight decay of
0.01 and betas of 0.9 and 0.999 to optimise the
mean-squared-error loss function. To adjust the
learning rate, we utilised a linear learning rate
scheduler with zero warmup steps. We evaluated
the prediction performance of all regression tasks
in terms of the official Pearson correlation coef-
ficient metric. We trained all essay-level models
for 35 epochs and conversation-level models for
50 epochs. We determined the optimal number
of epochs by monitoring the training loss until
convergence was reached. We observed that the
conversation-level dataset required more epochs for
convergence, likely due to its larger size compared
to the essay-level dataset.

2.5 Resources
We trained the model on a Tesla V100 32 GB GPU
and used the following software packages: Trans-
formers 4.28.1, Datasets 2.12.0, Pytorch 2.0.0,
CUDA 11.8, Optuna 3.1.1, Numpy 1.24.3, Pandas
1.5.3, Plotly 5.14.1 with Python 3.10.10.

3 Result & analysis

To determine which feature sets are most effective
for predicting empathy, we conducted an experi-
ment in which we combined different features (es-
say, demographic, demographic_essay and article)
and trained a DistilBERT (Sanh et al., 2019) model
using 5-fold cross-validation for 10 epochs. Hug-
gingface’s tokeniser allowed us to tokenise pairs of
sequences together by automatically concatenating
them with a special [SEP] token. We then used
these pairs of features and evaluated their perfor-
mance, as presented in Table 3.

Features Average Pearson r

demographic_essay-article (long) 0.819
demographic_essay-article (summary) 0.865
essay-demographic 0.807
essay-article 0.565

Table 3: Five-fold cross-validated (combined training
and development set) essay-level empathy prediction
performance using various input features in a Distil-
BERT model. The demographic_essay feature refers
to manually concatenated pairs of demographic and es-
say texts, while the hyphenated features, such as essay-
demographic, denote automated concatenation by the
tokeniser.

Conversion from the longer version of the arti-
cle text to its summarised shorter version improved
the performance (Table 3). We speculate that
the reason for comparatively lower performance
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with longer articles is the BERT tokeniser’s limi-
tation in accommodating longer texts. The inclu-
sion of demographic and article features with the
essay feature improved the model’s overall per-
formance. Therefore, we have incorporated de-
mographic_essay and article features in our final
model for the essay-level tasks.

It is worthwhile to note that the use of data aug-
mentation techniques such as paraphrasing can in-
troduce very similar samples in the dataset. It may
bias the evaluation metrics, especially when sim-
ilar samples are present in both the training and
validation sets. The cross-validated Pearson cor-
relation coefficient reported in Table 3 includes
both the training and development sets with data
augmentation (paraphrasing). However, in the pro-
cess of tuning the model hyperparameters, we only
used paraphrasing with the training set and not with
the development set to prevent any potential bias
caused by the duplication of similar samples.

Among the pre-trained transformer models we
experimented with (BERT, DistilBERT and AL-
BERT), the BERT base model was the best-
performing model. Accordingly, we used BERT
and tuned the other hyperparameters. We con-
ducted 200 and 100 Optuna trials for essay-based
empathy and distress prediction models, respec-
tively. As the best set of hyperparameters is always
found within the first 50 trials in the essay-level
empathy and distress prediction models, 50 trials
were run for other essay-level prediction models.
In the case of conversation-level tasks, 100 Optuna
trails were run. Table 4 presents the best set of
hyperparameters found by the Optuna trials.

Prediction task Learning rate Batch size Seed Pearson r

Empathy 4.27e-05 5 1 0.785
Distress 1.85e-05 6 6 0.726
Conscientiousness 5.98e-05 7 30 0.791
Openness 1.80e-05 2 81 0.776
Extraversion 1.61e-05 7 34 0.681
Agreeableness 5.15e-05 6 65 0.819
Stability 5.36e-05 5 13 0.627
Perspective taking 4.30e-05 2 65 0.837
Personal distress 4.38e-05 7 56 0.788
Fantasy 5.36e-05 5 13 0.895
Empathic concern 4.92e-05 5 1 0.850
Emotional polaritya 1.06e-05 10 96 0.763
Emotiona 1.44e-05 10 87 0.768
Empathya 1.97e-05 12 68 0.711
aConversation-level

Table 4: Optimal hyperparameters tuned by Optuna and
their evaluation (Pearson correlation coefficient) on the
original development set without overlapping samples
due to augmentation.

We investigated the relative importance of learn-
ing rate, seed and batch size (see Appendix A).
Our findings are consistent with prior research by
Dodge et al. (2020), which highlighted the impact
of seed value on the fine-tuning performance of
BERT-based models. However, the relative impor-
tance of hyperparameters varied across the predic-
tion tasks, indicating the task-specific nature of fine-
tuning pre-trained transformer models. It guided
us to train separate models for separate tasks.

We observed that text summarisation and data
augmentation (paraphrasing) improved model per-
formance on the development set. On the test
dataset, the final model achieved Pearson corre-
lation coefficients of 0.750, 0.683 and 0.573 for
conversation-level empathy, emotional polarity and
emotional intensity prediction, respectively. For
essay-level tasks, we achieved Pearson correlation
coefficients of 0.187 and 0.344 for empathy and dis-
tress predictions, respectively. The average Pearson
correlation coefficient for conversation-level tasks
was 0.669, while it was 0.266 for essay-level empa-
thy and distress prediction. The test performance of
essay-level personality and interpersonal reactivity
index predictions, as well as the official rankings,
have not been published at the time of writing this
paper. Nevertheless, our system achieved its best
performance of a Pearson correlation coefficient of
0.750 in predicting conversation-level empathy.

4 Conclusion

Empathy is a vital human attribute to support and
care for others. This paper outlines a comprehen-
sive system for predicting empathy, emotion and
other personality traits as part of the WASSA 2023
shared task. To this end, we first map the numeri-
cal demographic information into meaningful text
since individuals’ demographic information, such
as age, sex and race, may affect their empathic
capacity. Our system utilises pre-trained transform-
ers to map numerical information into meaningful
text, summarise longer text sequences, paraphrase
text sequences to augment smaller training datasets
and finally predict the degree of empathy and other
personality traits.
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Appendix A Hyperparameter importance
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(a) Empathy prediction: learning rate has the highest impact
(56% relative importance), followed by the seed value. Batch
size is the least impactful (4% relative importance).
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(b) Conscientiousness prediction: learning rate, batch size and
seed value all have a high impact with a relative importance
of around 30%.
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(c) Personality distress prediction: learning rate has the high-
est impact (43% relative importance), followed by batch size
(32% relative importance) and seed value (25% relative im-
portance).
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(d) Empathic concern prediction: Seed value has the highest
impact, followed by the learning rate. Batch size is the least
impactful, having less than 1% relative importance.

Figure A1: Relative importance of learning rate, seed
value and batch size in various essay-level tasks. Here,
the objective value refers to the Pearson correlation co-
efficient. The variations in hyperparameter importance
across tasks indicate the requirements of training sepa-
rate models for separate tasks.
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