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Abstract 

This paper describes our proposed system 
design for the WASSA 2023 shared task 1. 
We propose a unified architecture of 
ensemble neural networks to integrate the 
original RoBERTa transformer with two 
sentiment-enhanced RoBERTa-Twitter and 
EmoBERTa models. For Track 1 at the 
speech-turn level, our best submission 
achieved an average Pearson correlation 
score of 0.7236, ranking fourth for empathy, 
emotion polarity and emotion intensity 
prediction. For Track 2 at the essay-level, 
our best submission obtained an average 
Pearson correlation score of 0.4178 for 
predicting empathy and distress scores, 
ranked first among all nine submissions.  

1 Introduction 

Empathy is the capacity to understand or feel what 
another person is experiencing from his/her 
perspectives, which is a cognitive and emotional 
reaction to observing the situation of others 
(Omitaomu et al., 2022). Computational detection 
and prediction of empathy has attracted 
considerable attention in recent years. Empathy 
assessment by the writer of a statement was 
captured and annotated to computationally 
distinguish between multiple forms of empathy, 
empathic concerns and personal distress (Buechel 
et al., 2018). Mixed-Level Feed Forward Network 
(MLFFN) was proposed to learn word ratings for 
empathy and distress (Sedoc et al., 2020). Logistic 
regression models were used to recognize distress 
and condolences reactions to such distress (Zhou 
and Jurgens, 2020). A multi-task RoBERTa-based 
bi-encoder model was developed to identify 

empathy in conversations (Sharma et al., 2020). A 
demographic-aware EmpathBERT architecture 
was presented to infuse demographic information 
for empathy prediction (Guda et al., 2021). 

The Workshop on Computational Approaches to 
Subjectivity, Sentiment and Social Media Analysis 
(WASSA) organizes shared tasks for different 
aspects of affect computation from texts. In 
WASSA 2021 and 2022 shared tasks that focus on 
predicting empathy and emotion in reaction to 
news stories (Barriere et al., 2022; Tafreshi et al., 
2021), using transformers based pre-trained 
language models to achieve promising results. The 
PVG team proposed a multi-input and multi-task 
framework based on the RoBERTa transformer for 
empathy score prediction (Kulkarni et al., 2021). 
An ensemble of the RoBERTa multi-task model 
and the vanilla ELECTRA model was used to 
predict empathy scores (Mundra et al., 2021). The 
IUCL system fine-tuned two RoBERTa large 
models, including a regression model for empathy 
and distress prediction and a classification model 
for emotion detection (Chen et al. 2022). A multi-
output regression model fine-tuned by RoBERTa 
with additional features, including gender, income 
and age was used to predict empathy and distress 
intensity (Arco et al., 2022).  The task adapters for 
a RoBERTa model were trained to predict empathy 
and distress scores at the essay-level (Lahnala et al., 
2022).  

WASSA-2023 organizes a similar task with a 
newly added track on empathy, emotion and self-
disclosure detection in conversation at the speech-
turn level (Barriere et al., 2023). We participated in 
the Track 1 for Empathy and Emotion Prediction in 
Conversations (CONV), aiming to predict 
perceived empathy, emotion polarity and emotion 
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intensity at the speech-turn-level in a conversation, 
and Track 2 for Empathy Prediction (EMP) to 
predict empathy concerns and personal distresses 
at the essay-level. Both tracks are regression tasks 
evaluated based on the average of the Pearson 
correlations. Following the successes of 
RoBERTa-based models in the previous WASSA 
shared tasks, we explore the use of sentiment-
enhanced RoBERTa models to address the 
challenges for both tracks in the shared task 1.  

This paper describes the NCUEE-NLP 
(National Central University, Dept. of Electrical 
Engineering, Natural Language Processing Lab) 
system for WASSA 2023 shared task 1. A unified 
framework is used to integrate the original 
RoBERTa transformer (Liu et al., 2019) with 
different sentiment-enhanced versions, including 
RoBERTa-Twitter (Barbieri et l., 2020) and 
EmoBERTa (Kim and Vossen, 2021) for both 
tracks.  For Track 1, our best submission achieved 
an average Pearson correlation of 0.7236 and 
ranked fourth among all participating teams. For 
Track 2, our best result had an average Pearson 
correlation of 0.4178, ranking first among all nine 
submissions.  

The rest of this paper is organized as follows. 
Section 2 describes the NCUEE-NLP system for 
Tracks 1 and 2 in the WASSA 2023 shared task 1. 
Section 3 presents the results and performance 
comparisons. Conclusions are finally drawn in 
Section 4.  

2 The NCUEE-NLP System  

We propose a unified architecture of ensemble 
neural networks to solve Tracks 1 and 2 of 
WASSA-2023 shared task 1. Figure 1 shows our 
system architecture for empathy and emotion 
prediction, which mainly depends on ensemble 
sentiment-enhanced transformers. We select the 
following RoBERTa-based transformers to tackle 
both tracks in this task.  
(1) Robust optimized BERT pre-training 

approach (RoBERTa) (Liu et al., 2019) 
RoBERTa is a replication study of BERT 

(Devlin et al., 2019) pre-training that carefully 
measures the impact of key parameters and training 
data size. The model modifications include 
removing the next sentence predictions, 

 

Figure 1: Our NCUEE-NLP system architecture for the Tracks 1 and 2 in the WASSA 2023 task 1. 
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dynamically changing the masking pattern applied 
to the training data, and training with large batches. 
(2) RoBERTa-Twitter (Barbieri et al., 2020) 

RoBERTa-Twitter is a RoBERTa model trained 
on nearly 58M tweets and fine-tuned for sentiment 
analysis using the TweetEval benchmark.   
(3) EmoBERTa (Kim and Vossen, 2021) 

  EmoBERT is a RoBERTa model trained to 
solve emotion recognition in conversation tasks. 
EmoBERTa can learn speaker-aware states and 
contexts to predict the emotion of a current speaker 
by simply prepending speaker names to utterances 
and inserting separation tokens between the 
utterances in a dialogue.    

For both tracks in this shared task, we fine-tune 
these pre-trained RoBERTa-based transformers 
using the datasets provided by task organizers. For 
Track 1 on empathy and emotion prediction in 
conversations, we separately fine-tuned these 
transformers for empathy, emotion polarity and 
emotion intensity prediction. For Track 2 on 
empathy prediction at the essay-level, we 
respectively trained the transformers for empathy 
and distress score prediction.  

Finally, we use the average ensemble 
mechanism to combine these individual sentiment-
enhanced RoBERTa transformer to produce a 
desired score output for both tracks.   

3 Evaluation 

3.1 Datasets 

The experimental datasets were provided by task 
organizers (Barriere et al., 2023). During system 

 
1 https://huggingface.co/roberta-base 
https://huggingface.co/tae898/emoberta-base 

development phase, the training and validation sets 
respectively consisted of 8,776 and 2,400 
conversations for Track 1. In addition, the training 
and validation sets for Track 2 respectively feature 
792 and 208 essays. During the evaluation period, 
the test sets contain 1425 conversations for Track 1 
and 100 essays for Track 2.  

3.2 Settings 

The pre-trained RoBERTa transformers models 
were download from HuggingFace1 . The hyper-
parameter values for our model implementation 
were used as follows: epoch 25, batch size 8, 
learning rate 1e-5, and max sequence 256. 

To confirm the average ensemble performance, 
we also compared individual transformers. The 
evaluation metric is the Pearson correlation for 
both tracks. For Track 1, we obtained Pearson 
correlation coefficients of the empathy, emotion 
polarity and emotion intensity at the speech-turn 
level. For Track 2, we had Pearson correlation 
coefficients for empathy and distress at the essay-
level. The official ranking of each participating 
team was based on the average of the obtained 
Pearson correlation coefficients.  

3.3 Results 

Table 1 shows the results on the validation set. For 
Track 1 at the speech-turn level, RoBERTa-Twitter 
outperformed the other standalone transformer 
models for all evaluation metrics, but relatively 
underperformed for Track 2 at the essay level. The 
ensemble transformers clearly achieved the best 

https://huggingface.co/cardiffnlp/twitter-roberta-
base-sentiment 

RoBERTa 
Transformers 

Track 1: CONV 
at the speech-turn level 

Track 2: EMP 
at the essay-level 

Empathy Emotion 
Polarity 

Emotion 
Intensity Average Empathy Distress Average 

RoBERTa 0.7715 0.7608 0.6941 0.7421 0.6660 0.5596 0.6128 

RoBERTa-twitter 0.7871 0.7671 0.7061 0.7534 0.6000 0.5564 0.5782 

EmoBERTa 0.7693 0.7659 0.6899 0.7417 0.6278 0.5454 0.5866 

Ensemble 0.7901 0.7751 0.7076 0.7576 0.6702 0.5905 0.6304 

Table 1: Submission results on the validation set. 
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performance for both tracks on the validation set. 
This confirms that the ensemble averaging 
mechanism works well in integrating multiple 
models to obtain performance improvement. 

Table 2 shows the results on the test set for both 
tracks. For CONV Track 1, RoBERTa-twitter 
outperformed the others in the emotion intensity 
evaluation at the speech-turn level. Our ensemble 
sentiment-enhanced RoBERTa model achieved the 
best average Pearson correlation coefficient of 
0.7236. For EMP Track 2, EmoBERTa obtained the 
best distress and average correlation coefficients, 
while our ensemble transformer model achieved 
the second-best correlation coefficient of 0.4178. 

3.4 Rankings 

According to official rankings released by task 
organizers (Barriere et al., 2023), our final 
submission from ensemble neural networks of 
sentiment-enhanced RoBERTa transformers 
ranked fourth for Track 1 and first for Track 2 
among all nine submissions. 

4 Conclusions 

This study describes the model design, system 
implementation and performance of the NCUEE-
NLP system in the WASSA 2023 Task 1 for 
empathy and emotion prediction. Our unified 
architecture used an average ensemble mechanism 
of three sentiment-enhanced RoBERTa 
transformers to predict empathy, emotion polarity 
and emotion intensity for Track 1 at the speech-turn 
level and empathy and distress scores for Track 2 
at the essay-level. Our final submission based on 
sentiment-enhanced RoBERTa transformers 

ranked fourth for Track 1 and first for Track 2 
among all nine submissions. 
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