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Abstract
Quality of machine translation (MT) deteriorates significantly when translating texts having
characteristics that differ from the training data, such as content domain. Although previous
studies have focused on adapting MT models on a bilingual parallel corpus in the target domain,
this approach is not applicable when no parallel data are available for the target domain or
when utilizing black-box MT systems. To mitigate problems caused by such domain mismatch
without relying on any corpus in the target domain, this study proposes a method to search
for better translations by paraphrasing input texts of MT. To obtain better translations even for
input texts from unforeknown domains, we generate their multiple paraphrases, translate each,
and rerank the resulting translations to select the most likely one. Experimental results on
Japanese-to-English translation reveal that the proposed method improves translation quality
in terms of BLEU score for input texts from specific domains.

1 Introduction

Despite recent advances in machine translation (MT), translation quality still depends on the
characteristics of the data on which the MT system is trained. Therefore, for input texts hav-
ing significantly different characteristics from the training data, there is a risk that translation
quality may be degraded (Koehn and Knowles, 2017). To alleviate mismatches in one of such
characteristics, content domain (henceforth, domain), an approach of transfer learning (Chu
and Wang, 2018) is commonly used, where a pre-trained MT model is fine-tuned on a parallel
corpus in the target domain. However, there are many challenges in supporting a variety of
domains. First of all, there are only a limited number of domains that have access to a bilingual
parallel corpus sufficient for fine-tuning pre-trained MT models. Even if parallel corpora are
available for a large number of domains, then the time required for fine-tuning for each domain
and the management cost for resulting models will not be negligible. More importantly, exist-
ing domain adaptation methods are not applicable in situations where we target a black-box MT
system, such as Google Translate and DeepL, even if they are already superior to pre-trained
MT models in the domain of interest.

This paper proposes a method to bridge the domain gap between sentences to be translated
and MT training data without a need for additional training for a specific target domain as in ex-
isting domain adaptation methods, such as fine-tuning pre-trained MT models on human-made
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Figure 1: Overview of the proposed method.

and/or synthetic in-domain parallel data. As shown in Figure 1, our method first generates mul-
tiple paraphrases from a given input sentence, generates translation candidates using the given
black-box MT system (henceforth, target MT system), and finally reranks those candidates to
select the best one. We assume that diverse paraphrases of the sentences to be translated could
include expressions that are less deviated for the target MT system, and such paraphrase could
lead to an improvement of translation quality. The proposed method has the advantage that it
requires neither fine-tuning the MT model nor any bilingual parallel corpus in the target do-
main. Our controlled experiment on Japanese-to-English translation revealed that the proposed
method improves translation quality in terms of BLEU score in the domains that are not covered
when training the target MT system.

2 Related Work

Paraphrasing input sentences has improved the performance of various natural language pro-
cessing tasks such as document summarization (Siddharthan et al., 2004) and information ex-
traction (Evans, 2011). Paraphrasing has been studied also for MT. Miyata and Fujita (2017,
2021) investigated manual pre-editing, including paraphrasing, to push the limit of existing MT
services, and identified diverse types of pre-editing that can improve translation quality. How-
ever, there are two issues in automating paraphrasing for MT. One is that we lack a method
for producing diverse (and accurate) paraphrases. Past work on automatic paraphrasing for MT
(Štajner and Popović, 2016, 2018; Mehta et al., 2020) has examined only a limited variation,
i.e., lexical and/or syntactic simplification, and observed quality improvement only in limited
settings. Another issue is that the effect of each particular paraphrasing is unpredictable due
to the sensitivity of neural MT to input sentences (Miyata and Fujita, 2021). We thus need to
assess the quality of MT outputs in a post-hoc manner rather than the quality of paraphrased
sentences before translating them with the target MT system.

3 Proposed Method

To automatically bridge the gap between the domains of input sentences and MT training data,
we propose a framework consisting of three steps shown in Figure 1. Given an input sentence,
we generate multiple paraphrases for it, translate each of the input sentence and multiple para-
phrases using the target MT system, and select one candidate translation through reranking.

In this section, we describe the first paraphrasing step and the third reranking step. For the
second step, i.e., MT, we primarily assume a black-box system, such as online MT services.
However, to explore better reranking, we also consider a glass-box setting, assuming that some
information can be drawn from the target MT system.
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Figure 2: Sentence-level paraphrase.

3.1 Paraphrasing
Given a sentence to be translated, we can assume that there must be a paraphrase of it which can
be better translated by the target MT system. However, it is difficult to know in advance which
paraphrases are more likely to be better translated by the target MT system (Miyata and Fujita,
2021). Instead of determining the best paraphrase of the input sentence for the MT system, we
leave the selection for the post MT step.

We consider generating multiple paraphrases both at sentence and word levels. Whereas
sentence-level paraphrasing aims to paraphrase entire sentences using a sequence-to-sequence
model, word-level paraphrasing focuses on altering single words relying on a masked language
model and word embeddings.

Sentence-level Paraphrasing: Following previous work, we regard sentence-level paraphras-
ing as a sequence-to-sequence task. There are two conceivable options: back-translation-based
approach (Wieting and Gimpel, 2018) illustrated in Figure 2 and monolingual translation-based
approach (Thompson and Post, 2020b). The back-translation-based approach relies on a bilin-
gual parallel corpus of the source language and an arbitrary target language. First, we train
a translation model from the target language to the source language on the parallel corpus.
Through translating the target side of the parallel corpus into the source language and coupling
them with the source sentences in the parallel corpus, we automatically obtain a monolingual
parallel corpus in the source language. Using this monolingual parallel corpus, we train a para-
phrasing model1, placing the back-translated sentences at the source side. On the other hand,
the monolingual translation-based approach uses a pre-trained multilingual MT model that cov-
ers the source language. The model has been trained only on the bilingual parallel data, but
no parallel data on the same language for paraphrasing; nevertheless, it is inherently capable
of generating paraphrases provided that the language appears both in the source and target side
during pre-training. We generate sentence-level paraphrases by specifying the same language
for both source and target. For both approaches, given an input sentence, we generate its k
paraphrases with the paraphrase models by performing a beam search with a beam size of k.

Word-level Paraphrasing: For word-level paraphrasing, we propose a method based on a
pre-trained masked language model and pre-trained word embeddings both covering the source

1We refer to the back-translation-based paraphrase model as Denoiser.
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Figure 3: Word-level paraphrase.

language. As illustrated in Figure 3, our method consists of two steps: candidate generation and
(word-level) reranking. Let X = x1, . . . , x|X| be an input sentence consisting of |X| words.
First, we generate the top n paraphrase candidates for each word xi (1 ≤ i ≤ |X|): the input
sentence with each word xi masked is input to the masked language model and n-best words2

according to their probability are output. Then, among (|X| × n) paraphrase candidates, we
select top k candidates. For this reranking, we use the sum of the probability of the masked
language model and the cosine similarity of static word embeddings of the original word xi and
the paraphrase candidate.

3.2 Reranking
As shown in Figure 1, the reranking step selects one translation among (k+ 1) candidates gen-
erated by the target MT system for each of the input sentence and its k paraphrases. Various
features have been proposed for reranking translation candidates (Marie and Fujita, 2018; Kiy-
ono et al., 2020), but most of them are not available when we target a black-box MT system,
such as Google Translate and DeepL. Therefore, we implement a reranking method for such an
MT system relying only on a simple translation likelihood score that can be drawn from freely
available MT models, such as mBART (Tang et al., 2020) and M2M-100 (Fan et al., 2021). We
call this black-box reranking, since no information is retrieved from the target MT system. On
the other hand, if the target MT system can give a score for a given pair of source sentence and
translation candidate, such score should better help reranking. We therefore also examine this
glass-box reranking.

Black-box Reranking: In black-box reranking, we use a multilingual MT model that covers
both the source and target languages. As in previous work (Thompson and Post, 2020a; Kiyono
et al., 2020), we compute the forced-decoding score3 from the input sentence to each translation
candidate. Additionally, forced-decoding score from each candidate to the input sentence is
computed and the candidates are reranked simply by the average of the forced decoding scores
for the two directions.
2This may include xi itself.
3e.g., log probability normalized by the length.
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Glass-box Reranking: In glass-box reranking, we use the target MT model and another MT
model for the backward translation direction, i.e., the target language to the source language.
Given a pair of the input sentence and the translation candidate, we compute forced-decoding
scores for both translation directions using these models in the same manner with the black-box
reranking, and the candidates are simply reranked by the average of these scores. Note that
the score from the input sentence to each candidate should have already been given during the
previous MT decoding step.

4 Experiments

We evaluated the effectiveness of the proposed method on three Japanese-to-English translation
tasks. For the sake of fair comparison, in our work, we built an MT system by ourselves instead
of using a truly black-box one.

4.1 Settings
Data: To train the target MT system, we randomly extracted 10 million sentence pairs for
training and another 2,000 sentence pairs for validation from JParaCrawl4 (Morishita et al.,
2022). To train a sentence-level paraphrasing model with the back-translation-based approach,
we randomly extracted 10 million sentence pairs for training and another 2,000 sentence pairs
for validation from the remaining part of JParaCrawl.

We used three test sets on specific domains. One is ASPEC (Nakazawa et al., 2016), an
excerpt from scientific papers, consisting of 1,812 sentence pairs. Second one is the test set used
in WMT20 Shared Task on News (Barrault et al., 2020), an excerpt from news domain consist-
ing of 993 sentence pairs. Last one is MTNT2019, the test set used in WMT 2019 Machine
Translation Robustness Shared Task (Li et al., 2019) excerpted from the Reddit discussion web-
site, consisting of 1,100 sentence pairs.5 For reference, we randomly extracted 2,000 sentence
pairs from JParaCrawl as an general-domain6 test set. Note that they do not overlap with the
training and validation sets used for the MT and sentence-level paraphrasing models.

As a preprocessing step, we first removed duplicates and split the data from JParaCrawl.
We then applied NFKC normalization to all train/validation data and the source side of test
data,7 and then trained unigram-based subwording models (Kudo, 2018) on the training data
using SentencePiece8 (Kudo and Richardson, 2018). For MT, we obtained two separate vocab-
ularies of 32,000 subwords for Japanese and English, respectively, and then applied the model
to the training and validation data in their respective language. For sentence-level paraphras-
ing model with the back-translation-based approach, we first generated a monolingual parallel
corpus by back-translating the English side of the sampled parallel data into Japanese, and then
trained a single model covering 32,000 subwords on the training part of the monolingual par-
allel corpus. Both sides of the training and validation data were tokenized with the obtained
SentencePiece model. We set the character coverage option of sentencepiece to 1.0 and 0.9998
for English and Japanese, respectively.

When inputting the source side of the test data to our sentence-level paraphrasing model,
it was tokenized using the corresponding model. Sentence-level paraphrases were once detok-
enized with the same model, and again tokenized using the model trained on the Japanese side
of the sampled bilingual parallel data before the succeeding MT step.

4https://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/, v3.0
5https://pmichel31415.github.io/mtnt/, with an empty line 1,033 excluded.
6JParaCrawl can be considered as a general-domain parallel corpus, because it covers various domains
seen on the Internet.

7We left the target side of the test data unprocessed, i.e., reference translations, following Post (2018).
8https://github.com/google/sentencepiece/
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Models: We trained a Transformer Base model (Vaswani et al., 2017) for MT, sentence-level
paraphrasing, and the backward MT for glass-box reranking with Fairseq9 (Ott et al., 2019).
We trained these models using mini-batch size of 60, 000 tokens, a learning rate of 5 × 10−4,
dropout of 0.1, label smoothing of 0.1, and Adam optimizer with β1 = 0.9 and β2 = 0.98.
We computed the cross-entropy loss for the validation data every 1,500 steps and stopped the
training after 10 consecutive times without an improvement of the best cross-entropy loss. We
ran the model training only once on three A6000 GPUs, which consumed 22 and 26 hours
for the MT and sentence-level paraphrasing models, respectively. For inference of MT in our
framework, we used 1-best output generated by beam search with a beam size of 5 and the
length penalty of 1.0.

To implement sentence-level paraphrasing with the back-translation-based approach, we
generated back-translated sentences using a multilingual MT model called M2M-10010 (Fan
et al., 2021). On the other hand, to implement the monolingual translation-based approach,
we used M2M-100 and mBART fine-tuned for multilingual translation11 (Tang et al., 2020)
separately for the sake of comparison. Note that none of these models have been fine-tuned on
any paraphrase-specific data.

To implement the word-level paraphrasing model, we exclusively used Japanese model of
BERT (Devlin et al., 2019) (JaBERT12) and multilingual model of BERT (mBERT13) as the
masked language model, and the Japanese model of fastText14 (Bojanowski et al., 2017) as the
word embeddings. We set the number of candidate paraphrases n for each word to 10.

To implement black-box reranking, we used mBART.9

Comparison Method: As a comparison method without paraphrasing, we output one trans-
lation for each input sentence using beam search with a beam size of (k + 1). Also, we output
(k + 1) candidate translations for each input sentence using beam search with a beam size of
(k + 1), assuming such a functionality in the given black-box MT system, and reranked them
in the same manner as the third step in our framework.

Evaluation Metric: To evaluate the quality of translation, we computed BLEU score (Pa-
pineni et al., 2002) using SacreBLEU15 (Post, 2018). To determine if differences in BLEU
scores are significant, we performed statistical significance testing (p < 0.05) based on paired
bootstrap resampling implemented in SacreBLEU.

4.2 Results of Individual Paraphrasing Methods
Table 1 shows the BLEU scores of our methods and baseline methods that do not use any
paraphrasing method, where the oracle results based on the best sentence-level BLEU scores
are also presented.

First, we focus on the paraphrase generation method. In ASPEC and WMT20, word-
level paraphrasing (Models (3)–(4) and (9)–(10) in Table 1) consistently performed better than
sentence-level paraphrasing (Models (5)–(7) and (11)–(13)). In contrast, in MTNT2019 and
JParaCrawl, the word-level and sentence-level paraphrasing methods were not superior or infe-
rior to each other. Overall, the oracle results show that word-level paraphrasing (Models (15)–

9https://github.com/facebookresearch/fairseq/
10https://huggingface.co/facebook/m2m100_418M/
11https://huggingface.co/facebook/mbart-large-50-many-to-many-mmt/
12https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking/
13https://huggingface.co/bert-base-multilingual-cased/
14https://fasttext.cc/docs/en/crawl-vectors.html
15https://github.com/mjpost/sacrebleu/

Short signature: BLEU|#:1|c:mixed|e:no|tok:13a|s:exp|v:2.3.1
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(16)) has a larger potential compared to sentence-level paraphrasing (Models (17)–(19)), and
in fact word-level paraphrasing methods have performed more effectively than sentence-level
paraphrasing.

Next, we focus on the domain of evaluation data. In ASPEC and WMT20, word-level para-
phrasing (Models (3)–(4) and (9)–(10)) consistently showed the best performance. On the other
hand, in MTNT2019 and JParaCrawl, paraphrasing caused either no change or a degradation
in translation quality. As for MTNT2019, the oracle BLEU scores (Models (14)–(19)) show
that the gains are comparably large with those for ASPEC and WMT20 tasks. We therefore
consider that the poor results for MTNT2019 are attributed to the versatility of the pre-trained
MT models used for reranking, i.e., mBART and our own models based on JParaCrawl; they
have not been trained on translations of less formal texts, such as user-generated contents in
MTNT2019, and thus were not capable of selecting appropriate translations among candidates.
In contrast, the oracle BLEU scores for JParaCrawl are substantially lower than those based on
beam search, indicating the poor potential of our paraphrasing methods. One possible explana-
tion for this is that there is no domain gap between the input sentences and the MT model, and
paraphrasing may make the sentences unsuitable for the MT model.

Finally, we focus on the number of paraphrases, i.e., k. In ASPEC and WMT20, translation
quality improved as k increased in the black-box reranking of word-level paraphrases (Models
(3)–(4)) and glass-box reranking (Models (9)–(13)). In contrast, in MTNT2019 and JParaCrawl,
translation quality decreased or remained the same even when k was increased.

4.3 Results of Combinations of Paraphrasing Methods
Having evaluated the sentence-level and word-level paraphrasing methods, we explored whether
their combinations further boost the translation quality. Combination here means the merger of
two sets of (k + 1) translation candidates, which results in (2k + 1) candidates since two sets
contain an identical one, i.e., the translation for the original input sentence.

Table 2 shows the BLEU scores of all the combinations of word-level and sentence-level
paraphrasing methods and the baseline methods that do not use any paraphrasing method but
rely on (2k+1) translation candidates obtained by beam search. Compared to the results for the
word-level methods only (Models (3)–(4) and (9)–(10) in Table 1), most of the combinations
resulted in either no change or degeneration on BLEU scores. Even though some conditions
in WMT20 and MTNT2019 tasks have some benefits from the combination, we recommend to
use the word-level paraphrasing methods alone rather than combining them with sentence-level
paraphrasing methods.

4.4 Analysis of Translations for Paraphrases
Figure 4 shows the percentage of candidate translations for paraphrases that have an increased
sentence-level BLEU score compared to the translation for the original sentence. For all para-
phrase generation methods, about 20–30% of candidate translations for paraphrases improved
the BLEU score compared to the translations for the original sentences. For word-level para-
phrasing, which was the most effective paraphrase generation method, the percentages increased
as k increased. Therefore, we consider that increasing k is effective in obtaining better candidate
translations, even though it increases the cost for generating candidates.
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Figure 4: Percentage of candidate translations for paraphrases that have an increased sentence-
level BLEU score compared to the translation for the original sentence. (k: number of para-
phrases)

5 Conclusion

In this study, to mitigate the domain mismatch between the domains of the input sentence and
the training data of the target MT system, we proposed a framework that combines paraphrase
generation and reranking. In particular, the combination of word-level paraphrase generation
and glass-box reranking consistently improved translation quality in the two specific domains
most significantly.

Our future work will focus on improving reranking and filtering word-level paraphrases to
further improve performance.
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